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Abstract

We propose an analytical approach to the problem of influence maximization in a social network
where two players compete by means of dynamic targeting strategies. We formulate the problem as a
two-player zero-sum stochastic game. We prove the existence of the uniform value: if the players are
sufficiently patient, both can guarantee the same mean-average opinion without knowing the exact
length of the game. Furthermore, we put forward some elements for the characterization of equilibrium
strategies. In general, players must implement a trade-off between a forward-looking perspective,
according to which they aim to maximize the future spread of their opinion in the network, and a
backward-looking perspective, according to which they aim to counteract their opponent’s previous
actions. When the influence potential of players is small, we describe an equilibrium through a
one-shot game based on eigenvector centrality.
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1 Introduction

" Delivering the right message to the right person at the right time" is a common dictum among influencers
in politics, lobbying, and marketing. The large increase in information about individual characteristics
and social interactions brought about by the development of internet and online social networks has
generated tremendous interest, among both practitioners and scientists, on the problem of identifying
appropriate targets to maximize influence. In marketing, targeted advertising on social networks has
become a cornerstone of the industry in less than a decade. In politics, Barack Obama’s campaign for the
U.S. presidential election in 2008 has illustrated the tremendous potential for influence carried by social
networks (Cogburn and Espinoza-Vasquez, |2011). In the academic literature, identifying the key target
in a network in order to gain control, influence, or market shares has become a central focus of computer
science, economics, and operations research. Most of the existing literature examines optimal/efficient
strategies for a single agent (Kempe et al.l 2003 [Ballester et al.l 2006]). More recently, the competitive
nature of the targeting problem has been emphasized and game-theoretic contributions have started to
analyze the behavior of players competing for prominence over a network (Goyal et al. |2014}; |Bimpikis
et al.| |2016; |Grabisch et al., |2017).

We note, however, that a common feature of most of the existing approaches is their focus on iden-
tification of the key target, i.e., “the right person”. The temporal dimension, “the right time", hasn’t
yet been approached in a competitive setting. Its role is nevertheless crucial in applications. In political
campaigning, as emphasized by |Granato and Wong| (2004)), “the relation between voters and campaign
strategists is dynamic and evolves until voters’ views on a candidate crystallize.” In marketing, an im-
portant element of a firm’s strategy is the sequence in which a product is offered to potential buyers
(Hartline et al., 2008]).
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The main objective of this paper is to include this temporal dimension in the analysis of the competitive
targeting problem on networks. Therefore, we place ourselves in a competitive setting where two players
choose a sequence of targets in a social network in order to influence the average opinion that gets formed
about a given topic, e.g., a political candidate, a product, or the truth value of a piece of information. The
network is made up of non-strategic agents whose opinion is represented by a real number and who update
their opinions using a weighted average of their neighbors’ opinions (as in |Golub and Jackson, 2010).
Strategic players choose a sequence of targets among non-strategic agents. Hence, they directly influence
the opinion of the targeted agent and indirectly influence the whole network through the dynamics of
opinion formation.

In this setting, we are concerned with two main issues: the existence of a uniform value in the
underlying (infinite-horizon) game and the characterization of optimal strategies, i.e., the determination
of an optimal sequence of targets. A priori, both issues can be sensitive, on the one hand to the influence
potential of the two strategic players, which measures the extent to which strategic players are able to
change the opinion of the targeted agent and which may differ between players, and on the other hand
to the informational structure of the game, that is, what each player observes of his opponent’s actions.

The existence of a uniform value is non-trivial in dynamic/stochastic games with compact state
spaces. However, in the general case, it may not exist, as shown by (Ziliotto, 2016)). The first part of
this paper is devoted to this issue. We highlight the relation between the linear updating of the vector
of opinions, using the network’s matrix of weights that we consider here, and the conventional stochastic
game obtained when weights are interpreted as transition probabilities. We show that if the matrix is
primitive, strategic influence “contracts” the vector of opinions in the network. This suffices to show that
there exists a uniform value and that this value is independent of the initial distribution of opinions.
Furthermore, this result holds independently of the informational structure of the game.

As for the characterization of equilibrium strategies, i.e., the determination of an optimal sequence
of targets, a key observation is that players must implement a trade-off between a forward-looking per-
spective, according to which they aim to maximize the future spread of their opinion in the network, and
a backward-looking perspective, according to which they aim to counteract their opponent’s previous
actions. It is likely impossible to provide a closed-form analytical characterization of dynamic strategies
implementing this trade-off in the general case. Nevertheless, we provide several series of results that
highlight the relationship between network structure, the strength of the influence exerted by strategic
players, and the type of strategies that ought to be used at equilibrium. We first show that, in highly
symmetric networks, players must adopt a purely backward-looking perspective. They should focus on
counteracting the influence of their opponent so as to keep the distribution of opinions in an acceptable
state. Second, we show that in very hierarchical, hence asymmetric, networks, players must adopt a
purely forward-looking perspective. Independently of the current distribution of opinions, they should
target (sequences of) influential nodes in order to foster the forward diffusion of their opinion in the
network. Finally, we show that, if the level of influence is small, the game can be approximated by a
static game similar to the one considered in |Grabisch et al.[(2017). Note in particular that, if the players
have equal influence and the non-strategic agents are equally influenced, they should target the node with
the largest eigenvector centrality (a fact that went unnoticed in |Grabisch et al.| (2017)). Our results also
highlight the importance of the temporal structure of strategies. For certain networks, there exist pure
equilibria with dynamic targeting strategies, whereas no pure equilibria exist when a fixed target must
be chosen (as in |Grabisch et al.| [2017). This stems from the fact that dynamic strategies are less easily
counteracted than static ones.

The remainder of the paper is organized as follows. Section 2 briefly reviews the related literature.
Section 3 presents a game-theoretic model of dynamic competitive targeting and proves the existence
of the uniform value. Section 4 provides a partial characterization of equilibrium strategies. Section 5
compares dynamic and static strategies. Section 6 concludes. All proofs are given in the appendix.



2 Related literature

Since the seminal work in quantitative sociology of the 1970s (notably Bonacichl |1972; [Freeman), 1977),
the identification of central agents has been a key research question in the analysis of socio-economic
networks. With the rise of digital social networks and the correlative flow of data, many applications
have been identified in communication and marketing, and the problem has been approached from a
more goal-oriented perspective at the interface between economics and computer science. The targeting
problem, i.e., the choice of an optimal target in view of the diffusion of a product or a message, has been
widely investigated from an algorithmic perspective in computer science, following on from the early
contributions of |Domingos and Richardson (2001) and |[Kempe et al.| (2003, 2005). In economics, two
important contributions are [Ballester et al.| (2006) and Banerjee et al.| (2013)). The first characterizes a
key target through an “inter-centrality measure” that takes into account both a player’s centrality and his
contribution to the centrality of others, while the second develops a model that discriminates between in-
formation passing and endorsement and derives a measure of “diffusion centrality” to characterize efficient
targets.

Now, the bulk of the literature has approached the targeting problem as an optimization problem for
a single influencing agent. A competitive perspective has been introduced in a few recent contributions
that develop game-theoretic models in which agents choose, ex-ante, a targeting strategy to maximize
their influence on the outcome of the ensuing opinion dynamics. The contributions of
12007; Bharathi et al., 2007; \Goyal et al., [2014; He and Kempe, 2013)) offer an algorithmic perspective on
the issue while (Lever, 2010; Dubey et al.l 2014} |[Bimpikis et al.| 2016} |Grabisch et al.l 2017)) focus on the
characterization of optimal targets. In particular, Grabisch et al| (2017)) is a direct predecessor of this
work and puts forward “intermediacy centrality” as a minimax characterization of the key target which
accounts for the fact that, in a competitive context, agents should focus on relative, rather than absolute,
centrality. Dubey et al| (2014) considers a different model where strategic players can interact with
several non-strategic agents at the same time: the players choose an expenditure for each non-strategic
agent at a given cost. Their model is also static in the sense that the expenditures of the players are
fixed at the beginning of the game.

The importance of adopting a dynamic perspective when designing influence strategies is also clearly
identified in the literature. In political science, Box-Steffensmeier and Lin! (1996)) emphasizes the fact that
“at different stages of the campaign process candidates have different goals, and their expenditures should
have different effects on the final election outcome”. |Granato and Wong| (2004) provides a simulation
model of the dynamics of an electoral campaign from this perspective, while Demange and Van der]
[Straeten| (2009); |[Aragones et al| (2015) and [Amords and Puy| (2013)) investigate in a game-theoretic
setting how candidates should allocate their campaign time to the different issues of concern for the
electorate.

The computer science literature documents empirically both the diffusion of influence in social net-
works such as Twitter and the dynamic behavior of agents in view of influence maximization. With
respect to the former, [Raghavan et al| (2013)) shows that the predictive power of models of users’ ac-
tivity on Twitter is improved by taking into account the dynamics of social interactions. With respect
to the latter, [Lee et al| (2014) provides empirical evidence for the evolution of behavior in online social
networks, while Mekouar et al.| (2017)) highlights the importance of the dynamic updating of content in
social networks in view of revenue maximization. More specifically related to the present paper, a number
of contributions in the computer science literature have considered the problem of dynamic targeting in
a social network for a single influencer. |Golovin and Krause (2011) considers the design of adaptive
algorithms to address the targeting problem when influences spread randomly over the network.
also puts forward an adaptive approach in a setting where the influencer periodically probes
the network in order to adjust his influence strategy. [Yadav et al.| (2016) approaches the same problem,
but from the more formal perspective of a partially observable Markov decision process (POMDP). This
is further developed by |Yu et al.| (2010), which focuses on the identification of spread blockers in dynamic
networks. Mekouar et al.| (2015)) includes both a dynamic and a competitive perspective, since it focuses
on the timely delivery of content from two competing sources.




From a more economic standpoint, [Hartline et al.| (2008) analyses the marketing strategy of a firm
through a social network in a dynamic programming framework and emphasizes the complementarity
between pricing and targeting: “In general it is advantageous to get influential buyers to buy the item
early in the sequence; it even makes sense to offer such buyers smaller prices to get them to buy the item.”
There is also a wide literature on competition in advertising. |(Chakrabarti and Haller| (2011) provides a
simple model of advertising wars. These have a long history, as documented in [Beard| (2010). [Doraszelski
and Markovich| (2007) models dynamic competition among firms through advertising and analyzes its
impact on industrial dynamics. Finally, Pastine and Pastine| (2002)) analyzes the use of advertising by
two competing firms as an expectation coordination device in the purchasing decision of consumers when
there are consumption externalities.

However, the present paper is to our knowledge the first to include both a dynamic and a competitive
perspective on the problem of targeting in a social network. As such, it raises a number of theoretical
issues. The first is the definition of an appropriate solution concept. We choose to focus on the mean-
average payoff and on the uniform approach (Mertens and Neyman, [1981)), which seems to us well suited
to extend the results of |(Grabisch et al.| (2017)) to a dynamical framework. However, the existence of the
uniform value is a complicated question in our framework, where the set of states is compact. It has been
solved positively in several classes of stochastic games (see |Solan, 2012} |Jaskiewicz and Nowak, 2016)
or as an intermediate result for stochastic games with incomplete information (Renault) [2012; |Aumann
et all {1995). However, none of these results apply here. Moreover, it has been shown recently that, even
under reasonable assumptions, the uniform value might not exist (Ziliottol, [2016)).

3 Model

3.1 Notation

We shall use the following notation throughout:

e In the vector space RX, where K e N*, e; denotes the ith vector of the canonical basis and
6,:(17-~-,1):Z¢I§1€i~

e Given K a finite set of cardinality K, we denote by A(K) the set of probability distributions over
KC. Tt can be viewed as a subset of RX: {a e RE ¥, - a = 1}. We consider the |.||eo norm on A(K)
defined by

Yae A(K),  [afe = maxial|.

e Given two natural numbers 7,5 € N, J; ; denotes the Kronecker symbol such that §; ; =1 if i = j and
zero otherwise.

e Given a matrix M of size K x K, M}, denotes the kth row vector.
e Given two vectors x,y € RX, -y denotes their scalar product.

b
— b-a
e Given a family of matrices (M;)en, H B; stands for H By_; and HBl- stands for the identity
i=a 3=0 i€
matrix 1.

3.2 Opinion game

We consider two strategic players who compete for influence on a social network through dynamic tar-
geting strategies. The network is formed by K non-strategic agents whose social ties are represented by
a row-stochastic matrix M of size K x K, accounting for the fact that the network is in general directed.
Each of the non-strategic agents is characterized by his opinion on an issue of concern for the two strategic



players, e.g., the relative quality of two products or the proximity relative to two opposing electoral plat-
forms. This opinion is represented by a number in [-1,1] and, by default, evolves according to the social
influence exerted on the agent, i.e., each agent updates his opinion by linearly combining the opinions
of his neighbors in proportions determined by the corresponding row of the social network matrix M.
This boundedly rational model of opinion formation was introduced by |[DeGroot| (1974) and has received
wide attention in the economic literature as a model of opinion formation in social networks (see e.g.
Golub and Jackson, 2010} and references therein). It is particularly well suited to contrasting the myopic
behavior of a “crowd” with the strategic behavior of external influencers such as lobbies, advertisers, or
political campaigners (see Bimpikis et al., 2016; |Grabisch et al., [2017)).

In our framework, the two strategic players are referred to as Player 1 and Player —1. They are
characterized by their fixed opinions, 1 and -1, respectively, and their levels of influence, A and p,
respectively. They aim to bring the average opinion in the network as close as possible to their own
opinion, e.g., to trigger the purchase of their product or a vote for their political platform. In each
period, they simultaneously choose a target among the non-strategic agents with a view to influencing
his opinion. Targeted agents then update their opinions through a convex combination of the opinions of
their non-strategic neighbors and of the strategic agent(s) who targeted them. A strategic player might
only partially observe the decision of the other player.

3.2.1 Structure of the game

Formally, we define an n-stage game I',, := (n,/KC, M,z A\, i, v, Ct,C~1, st 571) through the following
parameters: a non-negative integer n representing the length of the game, a finite set K representing non-
strategic agents, a row-stochastic matrix M representing the local interaction between the non-strategic
agents, a vector z7 in X :=[-1, 1]K representing the initial vector of opinions of the non-strategic agents,
a vector v in RE representing the influenceability of the non-strategic agents, a positive real number A
representing the relative influence of Player 1, a positive real number u representing the relative influence
of Player -1, a finite set C! of signals and a function s' from K x K to C! representing the signaling
function of Player 1, a finite set C~! of signals and s™* a function from K x K to C~! representing the
signaling function of Player —1E|

The game T',, is played in n periods between the two strategic players, Player 1 and Player -1, as
follows:

e Initially, each non strategic agent, k € K, holds an opinion z7 , € [-1,1] given by the vector z; €
[-1,1]%.

e In every period ¢ > 1:

— Player 1 chooses a target i; € K and Player —1 chooses a target j; € K.

— Each non-strategic agent updates his belief using a convex combination of the opinions of his
non-strategic neighbors and of the strategic players who target him. For all k € IC,

My, -z ifl/k;:O, k +1; andk:tjt,

= e, Ge) = My -y + Ny i, — 4Ok 3.1
vtk = Gk (@00, G) 1= § VEMp - 20+ Akiy = POk (3.1)
Vi + )\(Sk,it + /iék}jt
This can be summarized in matrix notation as follows. Let A'(i,j) = mei, A7(i,5) =
c Js

n the following, we shall also use the notation I'y,(x1) to emphasize the dependence on the initial vector of opinions
1.



mej and B(i,j) be the K x K matrix with coefficients

Mkl ifl/kZO, kiianqutj,

Blijhu=q vl otherwise (3.2)
Vi + /\5k,i + ,LL(SkJ ’
Then, we obtain
Tie1 = Big, jo)wy + A (ie, ) = A7 (i, i) (3.3)

A'(it, j;) is the influence of Player 1 in one stage and A~ (i, j;) is the influence of Player -1,
while B(i¢, j:) represents the remaining local interactions between non-strategic agents.

— Player 1 then receives the signal s!(iy, j; ), while Player —1 receives the signal s™* (i, j;).

e If t <n, a new period begins. If ¢t = n, the game terminates.

Remark 3.1 Given a sequence of n pairs of targets (i1,71,...,in,Jn), the vector of opinions of the
non-strategic agents at stage t <n can be written in matrix notation as

1 1 f AL
zi= [ Blim,jm)xr+ 2| T1 Blim,im) | (A" G, 50) = A7 (v, r). (3.4)
m=1 =1 \ m=I+1

The aim of Player 1 is to maximize the mean-average opinion across time and across non-strategic
agents, while the aim of Player —1 is to minimize the mean-average opinion. More precisely, strategies
and payoffs are defined as follows.

At stage t, Player 1 chooses a target, possibly using randomization, as a function of the information
he learned in the previous stages. Hence, a strategy of Player 1 is a function o : U, Hl — A(K), with
H} := (K x C')™1 (the player observes his signals and his own sequence of actions). The corresponding
set of strategies is denoted by 3. Similarly, a strategy for player -1 is a function 7: U= H 1 - A(K),
with H 1 = (K x C71)™71 and the corresponding set of strategies is denoted by 7. The strategy of a
player is said to be pure if it does not involve randomization, i.e., if for every history, the player targets
a single node with probability 1. For convenience, we will refer to the choices of the players as actions.
Moreover, we introduce the set of actions H? = (KX xK)™ taken in the n-stage game by both players, while
H2 = (K x KC)N is the set of infinite histories of actions.

Taken with the information structure, a triple (x1,0,7) naturally induces a probability distribution
on Hy, = (KxKx[-1,1]5 x C* x C71)" denoted by P,, ,,. We denote by E,, ,, the expectation under
this probability distribution. When Player 1 follows the strategy ¢ and Player —1 follows the strategy T,
the average opinion across time and across non-strategic agents is therefore given by

1 &
771(37170-77-) = Exl,o,r ( Z Z mt,k) . (35)
Kn t=1 kekC

The payoff of Player 1 is given by 7, (x1,0,7) and the payoff of Player -1 by —v,,(x1,0, 7). Hence, Player
1 (resp. —1) aims to maximize (resp. minimize) the average opinion across time and across agents.

3.2.2 Interpretation of the parameters

Hence, we consider a zero-sum dynamic game with incomplete information. The parameters of the game
define on the one hand an influence structure (M, v, A, 1) and on the other hand an information structure
(Ct, o7t st s,



Within the influence structure, the matrix M determines the dynamics of opinions among non-strategic
agents in the absence of external influence. It is row-stochastic to represent the fact that an agent forms
his opinion using a weighted average of his neighbours’ opinions. The vector v measures the sensitivity
of non-strategic agents to external influence: the lower the value of v, the more influenceable agent k.
Finally, A and p measure the influence potential of the two strategic players. An interesting special case
occurs when each non-strategic agent puts equal weight on his neighbours and the share of influence
received from the network is proportional to the number of neighbors. In this case, vy is the degree of
agent k in the network and all non-zero entries of M}, have value 1/u,.

The information structure determines the type and extent of information a strategic agent receives
about the actions of his opponent. Two cases will be of particular interest. First, the blind information
structure, where s' and s~! are constant on I x J. Then, the players have no information about their
opponent’s actions and only take into consideration their own history of play. Second, the complete
information structure where s' = s™! = Id;.; and both players are perfectly informed about the actions
of their opponent. Note that, given a vector of initial opinions, the complete information structure is
equivalent to a situation where the players perfectly observe the vector of opinions at the beginning of
each period.

3.3 Value of the finite horizon game

For a given n, the game I',, is in fact equivalent to a finite zero-sum game, i.e., a matrix game. It thus
follows from the classical result of von Neumann| (1928)) that the game has a value v, (x1). That is, Player
1 can choose a strategy that ensures that the time average of opinions is above v, (x1) independently of
the strategy of Player —1, and reciprocally, Player —1 can ensure that the average opinion is below v, (x1)
independently of the strategy of Player 1. The corresponding pair of strategies form a Nash equilibrium
of the game. More formally, one has:

Proposition 3.2 The n-stage game I'y, (1) has a value:

vn(21) = maxminy, (21,0,7) = minmax v, (21,0, 7).

In particular, there exists ¢*, a strategy of Player 1, such that for every strategy 7 of Player —1, we have
Yu(z1,0%,7) > vp(21).

Such a strategy will be said to be optimal. While following this strategy, Player 1 can guarantee the
payoff v, (z1) against any strategy played by Player —1. Similarly a strategy 7* of Player -1 is optimal if

Vo e Za 7n(x17077*) < ’Un(xl)'

Note in particular that the value of the finite-horizon game depends on the vector of initial opinions
because the strategic players can only exert a limited amount of influence in finite time.

3.4 Uniform value

Strategic agents ought to take into account the diffusion and mixing of opinions in the network, which
might be arbitrarily long. In order to account for this process, we focus on games with an arbitrarily
long horizon. The notion of value does not extend straightforwardly to a setting with an arbitrarily
long horizon. As a matter of fact, many notions of value coexist in this context. However, the notion
of uniform value (Mertens and Neyman! [1981)) provides a well-suited solution concept in our setting.
Informally, it implies that there exist strategies that can be used independently of the length of the game
to guarantee a given value. Formally, the uniform value is defined as follows. We denote the sequence
(T2 nen by Ty and by I'(z1) when we wish to emphasize the initial vector of opinions.

Definition 3.3 Let v be a real number.



e Player 1 can guarantee v in I'(x1) if, for all € > 0, there exists a strategy o* € ¥ of Player 1 such
that
liminf inf v, (z1,0",7) > v —¢.
n TeT

We say that such a strategy o™ guarantees v —¢ in I'(z1).

e Player —1 can guarantee v in I'(x1) if, for all e > 0, there exists a strateqgy 7* € T of Player —1 such
that
limsup supvy,(z1,0,7°) <v+e.

n ogex

We say that such a strategy T* guarantees v +¢ in I'(z1).

o If both players can guarantee v, then v is called the uniform value of the game T'(x1) and denoted
by veo(x1). The preceding strategies are then said to be e-optimal in the infinite game.

In our setting, the existence of the uniform value ensures that both players can guarantee that the
mean-average opinion is above (resp. below) a fixed threshold. Moreover, the optimal strategy does not
depend on the length of the game. This implies that a player can play almost optimally in any long
enough game without knowing either the exact length or the strategy of his adversary beforehand. The
existence of the uniform value v (1) also implies that the sequence (v, (1))n»1 converges to veo (1)
(Mertens and Neyman, [1981)).

In our framework where the state space is infinite, the existence of the uniform value is a complicated
question. It was recently shown that, even under reasonable assumptions, the uniform value might not
exist (Ziliotto], [2016). There are positive existence results for special classes of games (see|Jaskiewicz and
Nowakl, [2016] for recent survey), but they do not apply in our setting. The next section is thus devoted
to the existence of the uniform value in T.

3.5 Existence of the uniform value

A key assumption in models of opinion diffusion is the connectivity of the graph, which ensures that an
opinion can propagate between any pair of agents. While studying the emergence of consensus, DeGroot,
(1974) stressed the fact that connectivity is not sufficient for the emergence of consensus. For example,
if we consider a cycle of 2 agents {«, 3}, where each agent is influenced only by the other agent, then
the dynamic of opinions is a cycle of length 2: the agents exchange their opinions at every stage. The
associated Markov chain is periodic. This implies in particular that there is no consensus if the agents
disagree at the beginning. This leads DeGroot| (1974)) to use the following notion from the theory of
Markov chains.

Definition 3.4 A positive matriz M of size K x K is primitive if there exists m > 1 such that
VEk e IC, Vie IC, (Mm)kl > 0.

By extension, we will say that the network is primitive when the matrix M associated with the network
is primitive. Informally, when the network is primitive, after m periods of diffusion, every non-strategic
agent k € K will be taking into account the opinion initially held by every agent: the network will be
mixing opinions. A typical example of a network which is not primitive is a network in which every agent
is listening to only one other agent. In this setting, the opinions will be circulating across the network
but never mixing. On the contrary, a sufficient condition for the network to be primitive is that it should
be strongly connected and that at least one non-strategic agent should put some strictly positive weight
on his own opinion. This implies on the one hand that each agent eventually influences each other agent
and on the other hand that at least one agent has some confidence in his own opinion.

In our setting, the primitiveness of the network ensures that the opinion game admits a uniform value
and, moreover, that this value is independent of the initial distribution of opinions. In particular, one
has:



Theorem 3.5 Let I' be an opinion game such that M is primitive. For every x1 € X, the opinion game
I'(x1) has a uniform value. Moreover, there exists v € R such that, for every xq € X,

Voo (1) = .

A key insight brought about by Theorem [3.5]is that influencers can design robust targeting strategies that
are e-optimal independently of the initial distribution of opinions in the network and independently of the
length of the game (provided it is long enough). In other words, influence strategies can be determined
on the sole basis of the structure of the network. Furthermore, these strategies can be designed a priori,
before the player obtains information about the actions of his opponent. From the point of view of opinion
dynamics, Theorem [3.5 implies the convergence of the average opinion in the network at equilibrium, but
not the convergence of opinions towards a consensus. The latter result is standard in a setting where
agents are non-strategic and thus contribute, not necessarily purposely, to a common objective (e.g., the
discovery of the truth in|Golub and Jackson| (2010) or distributed optimization in Nedic et al.| (2010)). In
contrast, in our setting, strategic agents have a similar influence on the dynamics to stubborn agents in
Yildiz et al.| (2013)): they prevent convergence to a consensus and imply that the asymptotic distribution
of opinions is independent of the initial opinions of non-strategic agents (whence the independence of the
value from initial opinions in Theorem . A major difference with |Yildiz et al.| (2013]), however, is that
we also consider our “stubborn” agents to be strategic in the choice of their placement in the network.
Hence the game-theoretic nature of our model.

The key step in the proof of Theorem [3.5]is to divide the game into blocks of sufficient time length
to ensure that the transition function is contracting. Hence, our model shares some similarities with
stochastic games with state-independent transitions (Thuijsman, 1992), where the transition does not
depend on the state variable. Nevertheless, our assumption is weaker since it is only asymptotically true.
From this first result, we deduce that the value in very long games is almost independent of the original
vector of opinions, whence the existence of the uniform value.

Remark 3.6 Our proof fails if the network is not primitive, so the existence of the uniform value is open
in the general case. It is interesting to comment on the non-primitive case and in particular why|Grabisch
et al| (2017) were able to assume only that the network is strongly connected, i.e., why they did not need
the stronger notion that it is primitive. In |Grabisch et al.| (2017), the strategic agents cannot change
their target during the game. Hence, even if the original network between non-strategic agents is periodic,
the new network augmented by the strategic agents will be aperiodic: after some m’ stages of the game,
the opinion of every non-strategic agent k € KC is influenced at every stage by the opinion of the strategic
players. In our model, the strategic agents may change their targets during the game and therefore adopt
a cyclical behavior. In this case, it is possible for the opinion of a non-strategic agent at a given stage to
be independent of the influence of the strategic agents. For example, in our previous example with two
agents {a, B} who influence each other, this is the case if the two strategic players target a at even stages
and B at odd stages: the opinion of B at an even stage is never influenced by the strategic agents. Under
such strategies, the transition is not contracting and our proof does not hold.

4 Characterization of equilibrium strategies

In this section, we focus on the characterization of equilibrium strategies. As emphasized in Theorem [3.5]
the uniform value of the game is independent of the initial distribution of opinions among non-strategic
agents. Therefore, we will focus on the case where initial opinions are uniformly set to 0 unless otherwise
specified. In particular, we let v, stand for v,(0), unless otherwise specified. For finite games, this
assumption is not without loss of generality, but we will emphasize, where relevant, how our results can
be extended to the case of arbitrary initial opinions.



The problem faced by the strategic players in a dynamic context involves a number of trade-offs. At
each stage, a strategic agent must first decide whether to influence an easily influenceable agent, with low
Vg, or a central agent, which might, however, have a high v, and be harder to influence. Second, he must
decide whether to confront the other influencer by choosing the same target or to shy away by choosing
another target or playing a mixed strategy (e.g., if he has a much weaker influence potential than his
opponent). Both trade-offs are already present in the static targeting problem where the influenced agent
is fixed through time (Bimpikis et al., [2016} |Grabisch et al.l |2017). The specific issue in a dynamic con-
text is the trade-off between adopting a forward-looking perspective, according to which players aim to
maximize the future spread of their opinion in the network, and a backward-looking perspective, accord-
ing to which they aim to counteract their opponent’s previous actions. It is likely impossible to provide
a closed-form analytic characterization of dynamic strategies implementing this trade-off in the general
case. Nevertheless, we have identified three cases that illustrate the relation between network structure,
level of influence, and equilibrium strategies in the opinion game. In highly symmetric networks, players
must adopt a purely backward-looking perspective. They should only focus on counteracting the influ-
ence of their opponent so as to keep the current distribution of opinions in an “acceptable” state. In
very hierarchical, hence asymmetric, networks, players must adopt a purely forward-looking perspective.
Independently of the current distribution of opinions, they should target (sequences of) influential nodes
in order to foster the diffusion of their influence in the network. Finally, if the level of influence of both
players is small, the game is similar to the static game in |Grabisch et al.| (2017); note in particular that,
if the players have equal influence and the non-strategic agents are equally influenced, they should target
the node with the largest eigenvector centrality.

4.1 Backward-looking strategies

A purely backward strategy consists in targeting the node that is most likely to be influenced by the
action the opponent took during the preceding period. The implementation of such a strategy clearly
requires complete information. A first class of network where this strategy can be effective is the class
where each node influences a single node, that is, when there exists a permutation ¢ of K such that the
adjacency matrix of the network is of the form Mf’ ;= 0j,6(:)- This strategy is also effective (like every
other strategy) in the complete network (with equal weights).

In this section, we will focus on the broader class of networks with adjacency matrix of the form
Mi'{)]’»o‘ = adj ¢y + (17K, where ¢ is a permutation of K and « € [0,1]. These are networks where each
node puts a weight (1 — «) on the average opinion and a weight « on a specific node. This class notably
contains the complete network with equal weights (when « = 0), the circle (when av=1 and ¢(i) = (i + 1)
mod K), the network where all agents are stubborn (when « = 1 and ¢(%) = ), and perturbations of these
(when « < 1). Formally, we introduce the following assumption.

Assumption 4.1 The game I' is such that:

e The network has an adjacency matriz of the form Mf]a =ad; ) + (1)K, where a € [0,1] and ¢
is a permutation of K.

o The players have equal influence (i.e., A = p) and there exists v € Ry such that, for all k, k" € IC, vy =
V=V <A

One can then show that backward-looking strategies are optimal in networks satisfying Assumption
Notice that, when « = 1, the matrix is not primitive, and this means that Theorem [3.5] which proves the
existence of the uniform value, does not apply. Nevertheless, our construction of the optimal strategies
will imply the existence of the uniform value.

The condition A = p allows the computation to be tractable. Unfortunately, when A # p it becomes

impossible to characterize optimal strategies even in our restricted class. Qualitatively, it is nevertheless
clear that the player with a higher influence has a positive advantage, while the other player still has some
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non-negligible influence: for example, when there is only one node, his opinion converges to (A—p)/(A+p).

Theorem 4.2 Suppose that Assumption [I1] holds and that the players have complete information. Let
(o*,7*) be the pair of strategies defined as follows.

o Inperiod 1, o*(@) is an arbitrary target in IC and, for everyt > 1 and every history hy = (i1, J1, -, i, jt ),
o*(he) = 7" (i)

e Inperiod 1, 7*(@) is an arbitrary target in KC and, for everyt > 1 and every history hy = (i1, J1, -, i, jt ),
7 (he) = &7 (i)

Then, the strategy o* (resp. T*) guarantees a value of 0 to Player 1 (resp. Player —1) in every n-stage
game. Therefore, the value of any n-stage game Ty, is 0, as is the uniform value of T, and (¢*,7%) is, in
each case, a pair of optimal strategies.

Remark 4.3 The proof of Theorem [£.2] highlights the fact that the equilibrium strategies o* and T* can
also be defined as the strategies for which, in every period, a player targets the non-strategic agent whose
opinion is the most different from his.

Theorem [4:2] can be contrasted with the fact that there does not exist an equilibrium in pure strategies
in the absence of information in networks satisfying Assumption

Proposition 4.4 Suppose Assumption [A1] holds with K > 3, a > 0, and n > 3. If the players have blind
information, there does mot exist an equilibrium in pure strategies in the game I',,.

The contrast between Theorem and Proposition highlights the role of information and dynam-
ics in devising efficient targeting strategies. Indeed, in the class of networks satisfying Assumption
with a > 0, there is no equilibrium in pure strategies in the absence of information, whereas there exist
equilibria with pure dynamic targeting strategies when information is complete. This contrast hinges on
two facts. First, the structure of the network. In regular networks satisfying Assumption [£.1] the efficient
strategy for players is to counteract the influence of their opponent. Second, the set of strategies available
to the players. On the one hand, with complete information, players can counteract the influence of their
opponent by implementing a purely backward-looking strategy. On the other hand, in the absence of
information, players choosing a pure strategy ought to commit ex-ante to a given sequence of actions (see
Section below). His opponent can then gain a major advantage over the player by best-responding
to this given sequence of targets. Hence, to prevent his influence from being too easily counteracted, the
player must use a mixed strategy.

To further emphasize the role of network structure, one should note that the purely backward-looking
strategies defined in Theorem [{.2] are not optimal in every type of network. Example [£.5 highlights this
fact.

Example 4.5 We consider the set of non-strategic agents K = {«, 8,7} and the local interaction matrix
M given by

a B v
a (1/2 1/2 0
i 0 1/2 1/2
v \1/2 12 0

11



Informally, each non-strategic agent puts equal weight on his own opinion and that of his predecessor.
We further assume that, for every ke IC, vy, =0 and A= p =1, and also that the initial vector of opinions
15 0.

In this setting, the backward-looking strategy put forward in Theorem[].9 is not optimal in the game
of length 3. Indeed if Player —1 plays according to 7*, we consider the following strategy of Player 1:

e In stage 1, play uniformly over IC,

e In the second stage, considering permutation symmetries, there are three types of vectors of opinions
to take into account:

1. If xo = (1,-1,0), i.e., Player —1 targeted the predecessor of the target of Player 1, then Player
1 follows o*. This yields, in stage 3, the vector of opinions ps = (-1,1,1/2).

2. If x5 = (-1,1,0), i.e., Player 1 targeted the predecessor of the target of Player —1, then Player
1 targets the agent with opinion 0. This yields the new vector of opinions (0,-1,1).

8. If x5 =(0,0,0), i.e., they chose the same targets, Player 1 then plays, in stage 3, a successor
of his action in stage 2 such that xs is either (0,0,0) or (1,-1,0).

We see that the payoff is positive in all cases and strictly positive in one of them, whence the mean average
opinion is strictly positive. The strategy T* is not optimal. One can check that the result holds true for
any n-stage game with n > 1, nevertheless, the computation shows that the short term advantage that
is obtained by Player 1 at stage 2 decays over time. Hence, although the strategy is not optimal, it is
e-optimal in the infinite game. It is not clear whether this holds true in the general case.

4.2 Blind games and forward-looking strategies

In the absence of information, i.e., in the blind information game, the players cannot condition their
actions on the history of the game. More precisely, a pure strategy of Player 1 in a blind game of length
n is a sequence of actions (i1,-,4,) € ™. Such a strategy guarantees a value v,, for Player 1 if, for every
strategy (j1,++,Jn) € K™ of Player -1, one has v((i1,*,%n), (j1,"*,Jn)) > vy,. Hence, for an equilibrium in
pure strategies to exist, Player 1 must determine a priori a sequence of actions that will guarantee him the
value v,, independently of the sequence of actions that his opponent chooses: he must be forward-looking.
More precisely, a pair of strategies (¢*,7*) = ((i],-+,i5), (41, dn)) € K™ x K™ is an equilibrium in pure
strategies of a blind game with value v,, if one has

Voe K", VT e K", ~u(0",7) 20, 27n(0,77) (4.1)

Note that an equilibrium in pure strategies need not necessarily exist as Equation [{1] is very de-
manding: players must be able to counteract a priori any sequence of actions chosen by their opponent.
Yet, if such a pure equilibrium strategy exists, it will be very robust. It can, in fact, be used in any
information structure. Indeed, the opponent cannot take advantage of any additional information as the
original pure strategy is a best-response against any sequence of actions. In particular, given a pure
strategy o of Player 1 for the blind-information structure, let us denote by o(c1,c-1 5) the strategy in the
game with information structure (C*,C~!,s) that plays the sequence of actions o independently of the
signal received (and respectively 7(c1 c-1 ) given a strategy 7 of Player —1). Let us also denote by I‘%
the blind game associated with an arbitrary game I';, by replacing its information structure by the blind
information structure. Then one has:

Proposition 4.6 Let I',, be a game with information structure (C*,C~',s). Assume that (o,7) is an
equilibrium in pure strategies in the associated n-stage blind game T'%. Then, (0(cr,c1,6) T(C1 01 ,5)) 18
an equilibrium in the n-stage game I'y,. Moreover the two games have the same valud?|

2This fact was already noticed in a weaker form by |[Amir| (2003)) in deterministic stochastic games with complete infor-
mation.
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In order to characterize these blind equilibrium strategies, it will prove useful to measure the total
influence over time generated by the actions of the players in a given period. Given a history of actions
h=((i1,71), " (in,Jn)) € H?, this intertemporal influence can be measured as follows:

e The actions taken in stage n of the game only have an impact from stage n+1 onward. Hence, they
have no influence on the game of length n. In other words, the “influence potential” in period n is
K
Yn =0eR™.

e The actions taken in stage n — 1 only have an impact on opinions in period n (there is no forward
diffusion). Hence, the potential influence exerted through each target (not accounting for influence-

ability) is identical. Thus, the “influence potential” is distributed proportionally to y,-1 = —e€'.

Accounting for the influenceability of the target, the actual impact on opinions of the actions of the
players is given by g 1(A(in 1, jn1) - A (in-1,dn1)).

e The actions taken by the players in stage n—2 of the game have an influence in periods n—1 and n.
The potential influence exerted directly on each of the non-strategic agents in period n—-1 is identical,

1
and is thus distributed according to —e’. The potential influence exerted indirectly in period n

depends on the forward diffusion of the target’s opinion in the network and also the forward diffusion
of the influence potential of agents in the next period. It is given by y,-1B(in-1,jn-1). Overall,

the influence potential in stage n — 2 is distributed according to yn-2 = Yn-1B(in-1,Jn-1) + ?e’,

and the total intertemporal impact on opinions of the actions of players in period n — 2 is given by
yn—2(A1 (in—27 jn—2) - A_l (in—2;jn—2))~

e More generally, the influence potential can be defined recursively as the sum of the instantaneous
and forward influences. In particular, the distribution of influence potential in stage ¢ is given by

. . 1
Yt = Y1 Bire1, Jra1) + Ed (4.2)

Accordingly, the intertemporal impact on opinions of the actions of players in period t is given by
Y (A (ie, 4e) = A7 (it 5ie))-

e Overall, the intertemporal impact on opinions of a history of actions h = ((i1,J1),"* (in,Jn)) is
given by

n-1

Fu(h) = 3 yi(A (ie, 5i) = A7 (i, e)- (4.3)

t=1

The intertemporal impact on opinions defined above does coincide with the mean belief across time
and across agents, i.e., with the payoff. Namely, one has:

Proposition 4.7 Assume x1 =0. Let n>1 and h € HY be a history of actions. Then,

Remark 4.8 The case of arbitrary initial opinions x1 can be accounted for by altering the definition of
the influence potential y, in period n.

One can then build on Proposition [£.7] to give a characterization of pure equilibrium strategies in
the blind game with equal influence, provided that such strategies exist. Indeed, in the case of equal
influence, the game is zero-sum and symmetric, so its value is zero. In this setting, at an equilibrium
in pure strategy, a player ought to target, in each period, the node where his intertemporal impact is
maximal. Otherwise, his opponent would gain a strictly positive profit by targeting the maximal impact
node when the player doesn’t, and mimicking his strategy otherwise. In particular, one has:
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Proposition 4.9 Assuming that a blind game I‘Z admits a pure Nash equilibrium (o,7), then for every
te{l,..,n-1},

. yn,k yn,j
e{k|Vjiek, >
on { A A+ /\+1/j}7

and

. Yn,k Yn,j
Thn €3k |Vjiek, > —— .
" { V) A+ )\+1/j}

Hence, in an equilibrium in pure strategy of the blind game with equal influence, a player ought to
adopt a purely forward-looking strategy: in each period he ought to maximize the forward propagation
of his influence in the network. Proposition [£.9] also shows why there might not exist equilibria in pure
strategies in the blind game. The identity of the node in which the influence potential is maximum
depends, in general, on the history of play, whereas in the blind game a player commits ex-ante to a fixed
sequence of targets when he chooses a pure strategy.

Nevertheless, when one can decouple the identification of the maximal influence node and the history
of play, necessary conditions for the existence of a blind equilibrium in pure strategies can be put forward.
One has the following proposition:

Proposition 4.10 Assume that there exists a sequence of nodes (i1, i,) € K™ such that, for all t =
1,---,n—1 and all histories h e HZ, one has

(el

- Ytk
1y = ATGMATy e ——— . 4.4
t g kekC A+ Uk ( )
Then, (i1, in_1) 8 an equilibrium strategy for both players in the blind game of length n with equal
influence \.

Remark 4.11 If there exists v such that, for all k € K, v = v, Equation {4 can be replaced by
it = ATgMaTyecYt k- (4.5)

To ease the interpretation of our results, we shall focus on this particular case in the examples given in
the remainder of this section.

Proposition [£.10] can then be used to characterize some networks for which there exist blind equilibria
in pure strategies. To this end, one has to relate the influence potential y; defined above to the network
characteristics. With this in mind, we introduce the following notions.

Definition 4.12 Let a network with adjacency matriz M be given.

o A path of length n € N is a sequence of n nodes p = (i1,--in) € K" such that, for allt <n, m;, ;,,, >0.
The weight of such a path is defined, with a slight abuse of notation, as my = H?:}l My i) Ve
denote by P™ (M) the set of paths of length n in the network M, and by P (M) the set of paths of
length n whose end node is k.

o A path constraint on P™(M) is an n dimensional vector C = (Cy,--,Cy) € (2°)" inducing con-
straints on admissible paths. Informally, we restrict to paths that are not going through C; in stage
t. Formally, a path (iy,--i,) satisfies the constraint C € (29)™ if, for all t <n, i; ¢ C; (if Cy = @,
there is actually no constraint on i;.). We denote by PS (M) the set of paths of length n in the
network M satisfying the constraint C, i.e., P (M) = {(i1,in) e P*(M) |V t <n, iy ¢ C;}. In
the following, we focus on path constraints C = (Cy,-+-,Cy) such that, for all t <n, Cy has at most
2 elements. Accordingly we denote by C the set of subsets of IC with at most 2 elements.
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o The n-centrality of a node k € I, denoted by (I*(M) € Ry, is the sum of the weights of those paths
of length less than n € N leading to k, i.e., (M) = Y, Zpe’P,Z(M) my. In vector form, one has

(M) =e' Y M

e Given a constraint C € C", the C-constrained n-centrality of a node i € KC, denoted by CZL’C(M) eR,,
is the sum of the weights of those paths of length less than n € N leading to k and satisfying the
constraint C, i.e., :C(M) =e'yr, ZpePZ‘C(M) my, (where the constraints are truncated according

to path length). In vector form, one has ¢ (M) = ¢’ Y7 1Ly M_c,, where, given CseC, M_,,
denotes the matriz obtained from M by substituting O for those rows whose indices are in Cs.

A notable class of networks for which there exist blind equilibrium in pure strategies are those where
the sequence of nodes with maximal t-centrality is not altered if the network is perturbed by a C-
constraint, i.e., if at most two nodes are discarded every period. We introduce the following assumption:

Assumption 4.13 The game ', is such that:
o The strategic players have equal influence, i.e., \ = p.
e For all t <n, there exists i’_, € K such that, for all C e C"'71,

. G (M)
Z’n—t = argma/l’ke)cm.

Remark 4.14 Similarly to Remark[].11), in the case where there exists v > 0 such that vy = v for all k € K,
the condition in the second part of Assumption reduces to i, _, = argmaxke,cgg’c(M) independently
of NeR,.

One then has:

Proposition 4.15 Suppose Assumption[].13 holds in the game I',,. Then there exists a blind equilibrium
in the game [',, in which the equilibrium strategy of both players is given by the sequence of actions

(i3, --,43) satisfying Assumption (and i}, is chosen arbitrarily).

Hence, under Assumption [£.13] in period ¢, a player ought to target the node that has maximal n—t-1
centrality, i.e., the node for which the sum of paths of length less than n —¢ -1 is maximal. The player
discards previous actions and current beliefs and aims at maximizing his influence over the course of the
remaining periods. The earlier in the game it is, i.e., the smaller ¢ is, the longer the horizon of the player,
i.e., the longer the paths of the network that he takes into consideration.

In order to satisfy Assumption and to admit a blind equilibrium in pure strategies, a network
must channel the flow of influence towards specific nodes, even when the structure is perturbed by the
deletion of certain nodes. Examples [1.16] and [£.1§ put forward two classes of networks which satisfy the
assumption in the benchmark case where non-strategic agents are equally influenceable (i.e., there exists
v > 0 such that, for all k € K, v, = v). A basic example is the star network (Example in which a
blind equilibrium strategy is to target the center of the star. More broadly tree-like structures are natural
candidates for Assumption as they strongly constrain the flow of influence. Example illustrates
this point by defining a family of trees satisfying the assumption.

Example 4.16 The (connected) star is a network with K nodes with an adjacency matriz such that

1
My = Ee' and, for i > 1, M; = e;. The node 1 is then the center of the star. As soon as K > 3, it is

straightforward to check that, for t > 2, the center of the star has mazimal C-constrained t-centrality,
independently of the constraint C.
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Remark 4.17 Ezxample mainly emphasizes the role of the topology of the network in the determi-
nation of optimal targets. The weights of links can also play a fundamental role. To illustrate this point,
consider a star with two centers with unequal incoming weights. More precisely, consider the network

with K + 1 nodes and adjacency matriz M such that My = My = }e’ (nodes 1 and 2 are the two centers

of the star) and, for all i >2, M; = (1 -¢€)ey + eeq. It is straightforward to check that, for e small enough,
node 1 has mazimal C-constrained t-centrality, independently of the constraint C and for all t > 2. Thus,
although nodes 1 and 2 are perfectly symmetric from a topological point of view, node 1 is the only relevant
target in the game because of its quantitative characteristics.

Example 4.18 We consider rooted trees in which the root node is denoted by 1, the descendants of each
node are indexed by natural numbers, and an arbitrary node is characterized by the sequence of its parents,
i.e., (1,u1,us,--,u;) € N denotes the node at distance t from the root which is the u; th descendant of the
node (1,uy,-us-1) (and so on, recursively). We then consider the tree Fr of height T, defined recursively
as follows:

e The root has ny descendants.

e Fach of the descendants of the root has ny > ng descendants, except (1,1), which has n{ >ny +3
descendants.

e For each t € N, each node at a distance t from the root has ny > ny—1 descendants, except (1,1,---,1),
which has ny > ny + 3 descendants.

As above, we denote by IC the set of nodes of the network. The adjacency matric M of the tree is such
that m; ; = 1 if © is the descendant of j and m;; = 0 otherwise. In order to turn Fr into a connected
network, we add to each node of the network (including the root) one link towards the root, i.e., we set
mi =YK, for all k € K. The resulting network, denoted by Fr, has a primitive adjacency matriz.

It is then straightforward to check that, for any constraint C € CT, the node i} := (1,---,1) e NT has a
strictly greater C'-constrained 1-centrality than every other node. Indeed, its C'-constrained 1-centrality is
at least np + 1, while any other node has a C-constrained 1-centrality of at most nyp. Similarly, the node
i3 = (1,-,1) e NT71 has a C-constrained 2-centrality strictly greater than nrnr_i, while that of every
other node is at most npny_1. More generally, one can show by recursion that, for any constraint C € CT,
the node i} = (1,--+,1) e NT*1=t has a strictly greater C-constrained t-centrality than every other node.

According to Proposition this implies that, for every t < T, the sequence of nodes (if,---,i})
induces a blind equilibrium in the game Ty associated with the network Fr,, when strategic players have
equal influence.

Any subset of nodes, except 1 and the descendants of (1,1), can be deleted from the network without
affecting this result. We thereby define a family of trees with a “dominant branch” in which there exists a
blind equilibrium.

4.3 Characterization in the case of small influence

Finally, we focus on the limit case where the influence exerted by the strategic players is vanishingly small.
In this setting, the dynamics without external influence provides a useful benchmark: one knows that the
vector of opinions converges to a consensus in which the influence of each initial opinion is proportional to
the eigenvector centrality of the corresponding node (see e.g. |[Jackson) [2008} |Golub and Jackson, 2010). If
strategic players have a small influence, they shall take as given the relative importance of non-strategic
agents and thus choose their targets according to their eigenvector centrality. We show below that this is
indeed the case and, more broadly, provide an equivalence between dynamic games with small influence
and a class of static games.
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Fix a game I'. We first define, for every positive measure y over K, a one-shot game G, where Player
1 chooses a probability distribution a over K and player —1 chooses a probability distribution b over K.
The definition is in two steps. First, for every pair of non-strategic agents i, j € KC, we define

y(i)ﬁ if i # 4,

fyig)=1"" L
s (:7) y(z)M;‘M if i =3.

and

o Y@t i,
fyl(ld):{ N
Y smp; =17

Second, given a € A =A(K) and b e B = A(K), we define the payoff of Player 1 by

Zi,jelc a’(i)b(j)fg}(i’j)
Tijex ald)b()(f1 (4, 5) + [y (7))

and the payoff of Player —1 in the opposite way by

gy(a,b) =

g;l(aab) =1- g;(aﬁb)

In line with the preceding section, y can be interpreted as a measure of the influence potential associated
with each node. Accordingly, in the game G, players aim to maximize their expected relative influence
given the influence potential y.

Remark 4.19 Following|Acemoglu et al.| (2013), the influence potential y,, and the overall intertemporal
impact % ,, defined in Section can be interpreted in the context of an n-stage ball-catching game in
which players try to catch balls that move backwards in time in the network. More precisely, we consider
that a new ball is added to the network uniformly and at random in every period, and that, given a pair of
actions (i,7), Player 1 captures a ball present in node i with probability A'(i,7) and player -1 captures
a ball present in node j with probability A7 (i,7). Conditionally on the pair of actions, the capture of
different balls is supposed to be independent. Then, considering that time flows backwards from period n
to period 1, given a sequence of actions h = ((i1,71),, (in,Jn)) € HE, one has:

n?
o The initial distribution of balls in the network is given by y, = 0.

e For every t <n, the expected number of balls in period t is given by y; = Y1 B(igs1, jer1) + %e'.

e The expected numbers of balls caught by Player 1 and Player 1 in period t are given by y; A (it, j¢)
and y, A" (iy, j; ), respectively.

In this setting, ¥ ,,(h), corresponds to the difference between the numbers of balls caught by Player 1 and
player =1 across time.

The game Gy can then be interpreted with this terminology. Assume that a large number of balls are
distributed in the network along the measure y. Then, given that Player 1 targets i and Player —1 targets
jek, fy1 (i,7) and f;l(i,j) are respectively the expected number of balls caught by Player 1 and by Player
—-1. Then gzll(a,b) is the relative proportion of balls caught in one stage by Player 1 and 1 —g;(a,b) is
the relative proportion of balls caught by Player —1. Notice that this is not the linear extension of the
proportion of balls obtained through pure actions.

Using Sion’s minimax theorem [Sion et al|(1958), one can show that the game G, has a value.
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* .

Proposition 4.20 For every positive measure y € RE over IC, the game Gy admits a value wy,

* : 1 _ . 1
W SRR 9 () = g (e b)
We denote by a; an optimal strategy of Player 1 and by by an optimal strategy of Player -1 in this
one-shot game.

In line with the dynamic scenario without external influence, we shall focus on games in which the
influence potential is proportional to the eigenvector centrality. We denote the eigenvector centrality of
M by x € A(K), defined as the unique invariant probability distribution associated with M, i.e., one has
XM =x and Yy x(k) = 1.

One can then show that the equilibrium of the auxiliary game G, induces an equilibrium in the
infinite influence game I'. In particular, if a player plays an optimal strategy in G, at every stage, then
this strategy is e-optimal in the infinite game. More formally, we obtain the following result.

Theorem 4.21 Assume that for every k e IC, v, > 0. Let o™ (resp. 7*) be the strategy of Player 1 (resp.
Player -1) that plays ay (resp. b;) at every stage in the opinion game I'. There exists A\g € R, such
that, for every \,u < X, (o*,7%) is e-optimal in the infinite game T'(x1), for every x1 € X and every
information structure. Moreover, one has:

Vrpe X, lim v,(71)=2wy - 1.
n—+oo

Note that, although Theorem requires the influence to be arbitrarily small, strategic players
nevertheless have a real impact on the outcome because the game is arbitrarily long. It is also worth
noting that Theorem [£.21] implies that I" admits an equilibrium in pure strategies whenever the auxiliary
game G, admits an equilibrium in pure strategy. As emphasized above, this is notably the case when
players have equal influence and there is a unique node with maximum eigenvector centrality. One thus
has the following corollary:

Corollary 4.22 Assume that A = u and that there exists v > 0 such that, for every k € KC, vy, = v. Further,
assume that there exists a unique non-strategic agent k* € IC such that

X (k) = maxx(k).

Then there exists Mg € Ry such that, for every A\ < Ao, it is an e-optimal strategy in the infinite game
T(x1) to target the node k* for every x1 € X and every information structure.

Note that such an “eigenvector targeting strategy” is another instance of a purely forward-looking
strategy: it is optimal independently of the actions of the other player. Strategic agents focus on the
diffusion of their own opinion. This also provides evidence for the importance of eigenvector centrality
as a measure of influence.

In Corollary [£.22] we focus on arbitrarily long games. One can, however, build on Proposition to
characterize equilibrium in pure strategies in “short” games, i.e., of a given fixed length N € N, with small
influence. Indeed, if influence is sufficiently small and the time-horizon is bounded, strategic actions do
not modify the ordering of nodes in terms of ¢-centrality. In this context, let us assume that there exists
a unique sequence of nodes that maximize t-centrality in the following sense.

Assumption 4.23 For all 1 <t <n, there exists a unique i,_; € K such that
P argmaxke,cg,?_t_l (M).

For a fixed n, this assumption holds generically, i.e., up to an arbitrarily small modification of the network
weights. It suffices to guarantee the existence of a unique equilibrium in pure strategies in the game of
length n with equal and small influence.
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Proposition 4.24 Suppose that Assumption [£.23] is satisfied, x1 =0, X = u, and there exists v >0 such
that, for every k € KC, v, = v. Then, there exists A\g € R, such that, for every A\ < Ao, the sequence
(i1, in) € K™ of nodes with maximal t-centrality is the only blind equilibrium of the game T, (up to an
arbitrary choice of i,).

5 Comparison between static and dynamic strategies

The influence game considered in this paper is a dynamic extension of |Grabisch et al. (2017). We
consider the same model for the diffusion of opinions, but we allow strategic agents to update their
targets dynamically in the network, whereas |Grabisch et al.| (2017)) treat the case where, once chosen,
the target agent is fixed. The model of |Grabisch et al| (2017) can be emulated in our framework by
considering static strategies in the following sense.

Definition 5.1 We say that a pure strategy T of Player —1 is static if there exists j* € IC such that, for
every history h € Ut H ' 7(h) = j*. A strategy is static if it is a mizture of pure static strategies.
Informally, Player —1 chooses a target once and for all at the beginning of the game.

This allows one to compare the efficiency of dynamic and static strategies. In particular, let us note
that, in the class of regular networks considered in Section [I.1] there is no equilibrium in pure strategies.
In fact, one has:

Proposition 5.2 Suppose Assumption [£1] holds with K > 3, a > 0, ¢ is such that the orbit of every
element is at least 3 (i.e., for all k € IC, ¢(k) # k and ¢*(k) £ k), and n > 3. If the players are constrained
to use a static strategy, there does not exist an equilibrium in pure strategies in the game T'y,.

The non-existence of pure equilibria with static strategies was already noted by |Grabisch et al.| (2017)
in the case of the circular network. The comparison between this result and Theorem [£.2]shows that there
might exist equilibria in pure strategies for networks for which there is no equilibrium in pure strategies
in a static setting. Updating targeting strategies through time is, in a sense, akin to mixing strategies
in the static game. It provides the players with sufficient flexibility to counteract the actions of their
opponents.

Another corollary of this result is that, in regular networks in the sense of Assumption [I.1] a player
adopting a dynamic strategy necessarily gains an edge against an opponent using a static strategy, i.e., if
Player 1 is “dynamic” while Player —1 is “static”, Player 1 can guarantee a strictly positive value (assuming
both players have equal influence). Indeed, from periods 2 onward, Player 1 knows the action played by
Player —1 for the rest of the game and can thus gain an advantage by best-replying as in the proof of

Proposition [5.2]

n. nodes | proba | 0.1 | 0.25 | 0.5 n. nodes / proba | 0.1 | 0.25 | 0.5 n. nodes / proba | 0.1 | 0.25 | 0.5
10 18 10 11 10 12 10 9 10 13 11 7
25 14 12 10 25 10 4 5 25 3 1 0
50 10 2 4 50 2 0 0 50 1 0 0

Table 1: Number of runs (out of 20 Monte-Carlo simulations for each parameter combination) in which
the genetic algorithm identifies a dynamic strategy that dominates any static strategy in games of length
10 (left), 25 (center), and 50 (right).

In order to investigate the relative performance of dynamic and static targeting strategies in a broader
range of networks, we ran a series of numerical simulations. In particular, we have drawn a sample of
Erdos—Renyi random graphs with linkage probability varying in {0.1,0.25,0.5} and number of nodes
varying in {10,25,50}. We investigated whether dynamic strategies perform better than static strategies
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in games of length 10, 25, and 50 using the following algorithm. We applied a genetic algorithnﬂ to
see whether there was a sequence of actions of Player 1 that would guarantee a payoff strictly greater
than 0 against every fixed action of player —1. If such a sequence of actions exists, it implies that Player
1 is strictly better off using the corresponding dynamic strategy than any static strategy, i.e., there is
indeed an advantage in using dynamic strategies. Table [1| gives the results of these simulations. It shows
first that, in a large proportion of networks, dynamic strategies do improve upon static ones. Second,
it provides insights into the influence of network structure on the relative performance of dynamic and
static targeting strategies. In this respect, the share of runs in which the genetic algorithm identified
an improvement upon static strategies can be interpreted as a lower bound on the number of networks
for which such an improvement exists, or a measure of the computational complexity of finding such
an improvementﬂ From this perspective, our results suggest that the relative performance of dynamic
strategies decreases with the size and density of the network, as well as with the length of the game. This
might be due to the increasing complexity of finding such strategies or to the emergence of more central
nodes, which ought to be the sole target of players, as the size and density of the network grows.

6 Conclusion

We consider the problem of maximizing influence through the choice of a sequence of targets when two
players compete for predominance over a social network. We show that the problem can be modelled
by a stochastic game with compact state space. This raises the question of the existence of a uniform
value, which we answer affirmatively under the assumption that the adjacency matrix of the network is
primitive. Hence, strategic players can design optimal targeting strategies independently of the length of
the game.

Further analysis of the structure of equilibrium strategies shows that they depend strongly on the
level of information available to each player about the actions of his opponents, and hence about the
state of opinions in the network. In the absence of information, there exist pure equilibria only if players
can devise strategies that are efficient independently of the current state of the network, i.e., they must
adopt a purely forward-looking perspective on the diffusion of their influence. When players are well
informed, they can implement more flexible strategies that take into account the state of opinions in
the network and implement a trade-off between a forward-looking perspective, according to which they
try to maximize the future spread of their opinion in the network, and a backward-looking perspective,
according to which they try to counteract their opponent’s previous actions. This flexibility sustains the
existence of equilibria in pure strategies in networks where there is no such equilibrium with low levels
of information or in the static game a la (Grabisch et al.| (2017) with fixed targets.

These results emphasize the relevance of adopting a dynamic approach, in particular in view of em-
pirical applications: sequential strategies allow one to solve the targeting problem in a wide range of
networks and independently of the length of the game. It is likely impossible to obtain a complete an-
alytical characterization of these strategies, but it seems to us that an algorithmic approach could be
fruitfully applied to the problem in future work. The model could also be extended, analytically or nu-
merically, along with a number of dimensions, such as number of strategic players, number of targets, or
cost of targeting.

Bl

3The default genetic algorithm implemented in matlab.

4The fact that the genetic algorithm did not always find an improvement upon static strategies does not mean that
such an improvement did not exist, but rather that the algorithm hadn’t been able to identify one. Only a comprehensive
exploration of the set of all dynamic strategies could allow one to make a categorical statement about non-existence, but
this would rapidly lead to combinatorial explosion.

5 Acknowledgement: Mandel acknowledges the support of the EU H2020 FET project DOLFINS (grant nb. 640772).
Venel acknowledges the support of the Agence National de la Recherche [ANR CIGNE ANR-15-CE38-0007-01].
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7 Appendix

7.1 Supplementary notation

It will be convenient in the following to define the function g from [-1,1]¥ to [-K, K] that aggregates
the opinion of the non-strategic agents into their summation

g(x) = Z Th-

kelC

Given a sequence of pairs of actions hy, = (41,41, ..,%n,Jn) € HY, we also define the aggregate opinion
across time and agents along an initial vector of opinions x; € X as

11 &
Yn(z1,h) = ﬁ?;g(xt)’

where (x¢)¢»1 is the unique sequence of vectors of opinions compatible with the initial vector of opinions
x1 and the sequence of pairs of actions h,,.

7.2 Proofs for Section [3l

This section provides the proof of Theorem i.e., the existence of a uniform value and its independence
from the initial vector of opinions in a primitive network. Throughout, we fix an opinion game I' such
that M is primitive.

We denote by m the smallest integer such that

Ve, Viek, (M™) >0.
Given a sequence of n pairs of actions, (i1,71,-..,%n,Jn) € HZ, recall that
PR
[T B, 1) := B(in, jn) Bin-1,4n-1).-.B(i2, j2) B(i1, j1)-
1=1

The mapping ¢ associates with a vector of opinions and a pair of actions a new vector of opinions. We
can extend ¢ to finite histories as follows: for every n > 1, we define inductively

vx € X) v(hn’i’j) € H7C:+17 q(x7 (hn’i’j)) = q(Q(x7 hn)7i7j)'

Informally, given x € X and h € HY, .1, q(z, h) is the vector of opinions obtained after playing the sequence
of actions h from x. Our first lemma proves that the transition function is contracting over a block of
m + 1 actions.

Lemma 7.1 There exists 6 € (0,1) such that, for every he HZ ., for every x € X, and for every z' € X,
lg(z, h) = (@', h) oo < 02 = 2" oo

Proof. Fix h = (i1,51,---,0m+1,Jm+1) € H%,1, a finite history of length m + 1. Then,
q(xz,h) = B(h)x + A*(h) - A7 (h), (7.1)

where
m+1

B(h) =ﬁB(iz,jl),
=1

m+1 r(n_+1
AY(h) = Y| T1 BUie,de) | A Giuy 30),
=1 \t=l+1
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and

m+1 7(n_+1
AN (h) = S | T1 Bie,ge) | A7 Giryt)-
=1 t=l+1

For every (i,7) e Kx K, B(i,5) and M have positive coefficients in the same places. The primitiveness of
M then implies that any product of m B-matrices has strictly positive coefficients. It follows that A'(h)
and A~!(h) are strictly positive vectors. Then, since each linear combination computed in Equation
is convex, there must exist 8(h) € (0,1) such that, for every & € K,

K
0< ZB(h)kl < Q(h)
=1
Let z,2’ € X, we then have

lq(z,h) = q(@’, 1) |oo = | A (R) = A7 (h) + B(h)z = A'(h) + A™'(h) - B(h)2'| o,
K
< max ;B(h)kz(xl - 7)

<o)z - '

There are a finite number of histories of length m + 1, therefore 6 = maxpepa  0(h) exists and is strictly

smaller than 1. ]
We can deduce that, given a pair of strategies (o,7), the difference between payoffs in the n-stage

game from two different initial vectors of opinions x; and x] converges to zero when n goes to infinity.

Corollary 7.2 There exists 0 € (0,1) such that, for every strategy o € ¥ and for every strategy T € T, for
every 1 € X and every x} € X, one has

, 11-67 ,
|’7n(m+1)(x1a0a7) _'Yn(m+1)($1a‘7a7)| < nil-0 |lz1 = 2 [l co-

Proof. We first establish the result for a fixed sequence of actions. Given a history of actions h =
(11,715 -+ > In(m+1)-15 Jn(m+1)-1) € Hg(m+1)—1’ we denote the sequences of vectors of opinions generated by
h from z; and from z7 by (21,...,Zn(m+1)) and by (z7,... ,x;(mﬂ)), respectively. By Proposition
we know that, by grouping the actions in blocks of m + 1 actions for every t € {0,...,n -1},

|14 (t41)(me1) = Thi ety omeny oo € O1T10t0mr1) = Thipimany loos (7.2)
and for every [ > 1,

[z = @1 oo < 20 = 2] oo (7.3)
It follows that
1 1 n(m+1)

mg t; lg(s) - Q(QC;)L

1 n(m+1)

> o -2l

“n(m+1) H

|’Yn(m+1)(x1a h) - 7n(m+1)(x,1a h)| <

1 n-1 ,
S am+1) ;}(m + D Zimerye1 = Tigmatyet loos
where the last inequality is a consequence of Equation Then by Equation and an immediate
induction, we deduce that

1 n—-1

_ +1)6 — 2 | oo

11-6m
< =
nl-6

|’Yn(m+1) (z1,h) - Tn(m+1) (xllv h)| <

|21 = 27 oo
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We now extend this result to strategies. Let (o,7) be a pair of strategies. Then the distribution
induced over actions is the same whether one starts from x; or from z, since the signaling structure does
not depend on the vectors of opinions. We denote it by P, . It follows that

n(m+1) 1 n(m+1)
Ezy o7 ac ,0,T
z1,0, (m+1) tz; g(xt (m+1) tz; g(‘rt)

|7n(m+1) (r1,0,7) - Tn(m+1) (l'll ,0,7)| =

= Z PU,T(h)’Yn(erl)(xlv h) - Z PU,T(h)’Yn(erl)(x,la h) )
heH T i1y heH T i1y

< Z PU,T(h) |7n(m+1)($17 h) - ’Yn(m+1)(x,17
heHR 1y

<Ly )

“n1-9 "t Lieer

|
We now prove that Player 1 can uniformly guarantee some payoff w in any sufficiently long game from
any initial vector of opinions.

Proposition 7.3 If we let W = sup,. y (limsup v, (z)), then Player 1 can uniformly guarantee the payoff
w. More precisely, for every e >0, there exist N >1 and o* € ¥ such that

Ve e X,¥n>N, V1 eT, vp(x1,0",7) >wW—¢.

Proof. Let ¢ >0 and ng = {i((quel))]

vp(x*) > W — /8. We first prove that, for every 1< p <! and for all z € X, we have

o (2) - vy (2)] < 2L
p

By definition of w, there exists z* € X and n > ng such that

Let h € H be a sequence of [ pairs of actions. Then we have

l

Zg(xt) - ég(mt) =

l

Z g(xt)

t=p+1

|l'7l(mah)_p’7p($?h)|: < (l—p),

where (x¢)»1 is the unique sequence of vectors of opinions compatible with « and h. By taking appropriate
strategies, we deduce that

for() ~ pog(a)| <1,
and therefore

e

Loy(z) - ()
p

Finally, by the triangular inequality, we obtain

1 -
() = 0p(@)| < [u(@) = 2 @)+ | @) = vy(a) |1 - 5|+ 2E 2R
Letting Ny = [+ ], it follows that n < Ny(m +1) <n+(m+1) and
2 1
ons ety (@) 2 vn(a) = 2D S js _9e(1-6)/8 = w - 3¢/8,
since — S 88((; +91))

The game LNy (m+1)(27) is a finite game so there exists a strategy o* such that, for every 7€ T,

VNl(m+1)($*,U*,T) 2 ’UNl(m+1)(x*)-
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By Corollary [7-2] it follows that, for every z; € X and every 7€ T,

* * * 1 1 *
’YNl(m,-*—l)(xho- aT) 2 ’YNl(m+1)(x O 7T) - Em”xl -z HOO, (74)
2 U, (me1) (27) = 2€/8, (7.5)
> - be/8. (7.6)

Player 1 can therefore guarantee the value w—¢ by playing in blocks of length N1 (m+1) and following
c* on each block. Since Equation holds for every x; € X, Player 1 guarantees w — 5¢/8 on each block
and therefore o* guarantees w - ¢ in I';,(21) for every n sufficiently large. [ |

Similarly to Proposition we can prove that Player —1 can uniformly guarantee w = inf,cx (lim inf v, (2))
from any initial vector of opinions z;. Since by construction w < w, the only possibility is therefore that
w =w. Hence, the game I'(x1) has a uniform value and the uniform value does not depend on the original
vector of opinions.

7.3 Proofs for Section [4.1]

Proof of Theorem Let us consider an arbitrary sequence of actions played by Player -1,
(41,5 Jn) and hy, = (i1, 71, %0, Jn) € HY the corresponding sequence of pairs of actions completed when
assuming that Player 1 is following o* (the first action is arbitrary). Let (z;)1<t<n be the induced se-
quence of opinions from the initial vector of opinions 0 and the sequence of actions h,,.

We shall show by recursion that, for all 1 <¢ <n, g(z;) > 0 and that z;, < 0 = k = j;_1, Le., the
mean-average opinion at each stage is non-negative and there is at most one node with negative opinion,
and this node is necessarily j;_1.

e Fort=1:
— If 41 = 71, then the two actions of the two lobbies cancel each other. It follows that the vector

of opinions s is still identically equal to 0 and g(z2) = 0.
— If 44 # j1, then one has x5 = ﬁ(eil -ej).
In both cases the recursion property holds.
e Assume that the recursion property holds up to ¢ > 1. Then, one has two cases: Player 1 and Player
—1 choose the same action in stage t or they play different actions.

We first consider the case i; = j; and begin by studying the sign of each opinion.

1-
— If k # ¢, je, one has x40 = amy g(i) + 70[9(;1%). As k # i, one has k # 7 '(j;—1) and thus

@(k) # ji—1. Player 1 not playing k at stage t implies that Player —1 did not play ¢(k) at stage
t — 1. The recursion assumption then implies that the opinion of agent ¢(k) at stage t was
positive, i.e., 2, 4(x) 2 0. Since, g(x;) 2 0, we obtain x4,1 % 2 0.

— If k =4; = j;, one has
v

v+ 2\

But by assumption, ¢(k) = ¢(ir) = ji-1, so we see that, if z;;, , > 0, then z41 5 > 0, and if
Ty < 0, then it is unclear.

1l-«
Tir1,k = (a$t,¢(k) + 79(%)) .

2Jt-1
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We have thus proved that only x;.1 ;, can be negative.

Let us now prove that g(z¢11) 20. If @45, , = 4 4(;,) 2 0, then we have seen that every coordinate
of x4,1 is positive and hence g(x¢41) 2 0. Otherwise, if z; 4(;,) <0, we have

g(wy1) = k%:c Te1f = k;t (axt7¢(k) + lf_{ag(xt)) + ﬁ (axt7¢(it) + 1_Tag(act)) , (7.7)
= k%:g (al’t7¢(k) n 1l_(ag($t)) _ % (a:rw(it) + l_Tag(xt)) , (7.8)
=g(xy) - % (om:t,qb(it) + 1_TOég(xt)) , (7.9)

This implies that g(z1) > 0.

We now consider the case where i; # j;. We first study the sign of each opinion. There are now
three cases:

1-«

% g(xt). As k # s, one has k # ¢ *(js_1) and thus

®(k) # ji—1. The recursion assumption then implies that the opinion of agent ¢(k) at stage t
was positive, i.e., 2; 4x) 2 0. Since g(x;) >0, we obtain 2,1 > 0.

— If k #44,j¢, one has 441 = g gy +

— If k=4 = ¢ *(js_1), one has

v l-« A
siotae= 5 1 (e + 5ot )+ 25
v l-a

1
=N K g(xy) + Y (AMvaxj, ).

The first part is positive since g(x;) > 0. Moreover, opinions are bounded below by -1, so
Z¢j,, 2 —1. Since A < v, this implies that A + vax, ;,_, > A —v > 0. Therefore xy.1 > 0.

— Finally, if k = j;, one has

x i (a:r +1—a (:E))— A
t+1,k—y+)\ t, (k) K g\T U\
v 1l-« 1
= = A).
i\ K g(xt) + DY (Vaxtvjt—l )

Similarly to the previous case, the sign of the second part can be shown to be negative.
Nevertheless, since the first term is positive, the sign of x4, ; remains undetermined.

Hence, 2441 5, is the only coordinate that can be negative.
We now turn to the second part of the induction assumption and prove that g(z:y1) > 0. We have

9(xi1) = ) Tong, (7.11)
kelC
1-« v l-« A
= — i 7.12
kﬂ;ﬂ (ozxt’qb(k) + e g(xt)) + Y (aa:w)( o+ % g(xt)) + Y ( )
v l-« A
DY (axt7¢(jt) + 79(1&)) B (7.13)
l-« va v 2(1-a)
= Z (axt,¢(k) + 7}_{ g(ﬂ?t)) + Y (xt’¢(it) + xt,d)(jt)) + - )\Tg(a:t) (714)

k#it,jt
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If (It7¢(it) + xt,¢(jt)) > 0, then we have g(z41) > 0. If (It,¢(it) + xt7¢(.jt)) < 0, we rewrite the previous
equation in the form

l1-a Ao A 2(1-a)
) o : ) - =gz, (115
9(2441) k;C (axt,¢(k) 4 g(xt)) DY (Te.p0i) + Te.oi)) T @), (T15)
Aa A 2(1-a)
=g(zy) - DY (Tt,00) + xt7¢(jt)) - /\Tg(xt), (7.16)
A 2(1-a)
B (1 v+A K ) () - (xtvﬁf’(it) + xt1¢(jt)) : (7.17)

But by assumption, we have x; 4(;,) + T¢,4(j,) <0, 50 g(2¢11) is positive.

One can show in a symmetrical manner that Player —1 can guarantee a value of 0 by using the strategy
7*, and thus that (¢*,7%) is an equilibrium of the game. [ ]

Proof of Proposition [4.4, We now turn to the blind game. The zero-sum game under consideration
being perfectly symmetric (under the assumption that the initial vector of opinions is z; = 0), its value
is zero. We will show that if a player uses a pure strategy then the other player can gain a competitive
advantage. Hence, there exists no equilibrium with pure strategies.

Let o be a pure strategy of Player —1 in the blind information structure. Since Player —1 has no
information, such a strategy induces a sequence of actions (ji,---, j,) € K™ independently of the actions of
Player 1. Let us consider the following best reply of Player 1: play (i1,---,4,) € K™ such that for all ¢ > 1,
ir+1 = ¢ 1(j;) and such that iy # j; and ¢~'(i1) # jo. Notice that this is possible since there are more
than two non-strategic agents. This second condition is not possible when there is complete information,
since Player —1 may choose his action js as a function from 4.

By construction, we know that z, is such that zo;, = ﬁ, T2, = —ﬁ, and all other coordinates
are equal to 0. It follows that g(x2) = 0 and we can now compute the vector of opinions at stage 3. We
need to distinguish two cases depending on the action of Player —1. First, assume that Player —1 targets
#71(j1) in stage 2, so that ¢~1(j1) = iz = j2. One obtains:

_ A
® T3,671(i1) = Ayixns

- _v . N . N
® T3,671(j1) = vr2n (Oél'gyh + O) =TT N T

e every other agent has opinion 0, i.e., 3 = 0.

By summing, we obtain g(z3) = aw)\ (1 - V+2>\) > 0. Second, assume that ¢~1(j;) # jo. Hence, Player
-1 and Player 1 play different actions at stage 2. One then has:

_ A
® T3,671(i1) T X

_ v - A
® T361(j1) T vx (a)\ﬂl) + v+A?

A
v+

o for every k ¢ {¢7(i1),¢™' (j1), 2}, one has @3, = 0.

® T34, =~

Therefore by summing, we obtain g(x3) = ozyi/\ (1 /\w) > 0.

By considering once again the equations in the proof of Theorem [4.2] it follows that, for every ¢ > 3,
g(x¢) > 0. [
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7.4 Proofs in Section 4.2]

Proof of Proposition We prove the result in the case of I';,. Recall that a pure strategy in the
blind game is equivalent to a sequence of actions. Let (o,7) = ((4¢)1<t<n, (Jt ) 1<t<n) be an equilibrium in
the blind game. We know that for every sequence of actions (j;)1<t<n of Player -1,

U = Y (i1, ooy in)s (G1s s Jn)) €Y ((i1seeeesin), (15 ooer i)

Let (C',C™1,s) be an information structure. Given a strategy 7’ for this new information structure,
(o(cr,c1,5)),7") induces a distribution over actions such that the marginal on I N'is 0. Hence, we have

Tn(o(cr,c-1,9),7) 2 Yu((i1, o580 ), (J15 s ) = V.
It follows that o(c1 -1 4 also guarantees v,,. By symmetry, we can show that 7(c1 ¢-1 ) guarantees v,,. B

Proof of Proposition Let us recall that one has y,, = 0 and, for all ] < n, y; = yl+1B(il+1,jl+1)+%e’.
A straightforward recursion then shows that, for all [ € {1,---,n},

t-1
n 1 — . .
Y= Z ?e, H B("mv]m) (718)
t=1+1 m=l+1
Equation [£.3] then yields
n-1
Fu(h) = 3 yi(A (i, 1) = A7 (i, i) (7.19)
=1
n-1 n Pt 2
1 o o 1.
=y ¥ ?e' [T BGim,jm) | (A Girot) = A7 (ir, 1)) (7.20)
1=1 t2131 m=i+1
Swapping indices t and [, this yields
n t-1 il
-~ 1 . . 1.
Tn(h) =23 =€l TT Blim,jm) | (A (it 1) = A7 (it 1)) (7.21)
imia K\ min

(7.22)

Using Remark and the fact that x1 = 0, we observe that this expression is identical to the one in
Equation [3.5] and thus that they both correspond to the payoff. They both express the time-average of
a Markov process. |

Proof of Proposition Assume without loss of generality that the strategy o € K™ of Player 1 is

such that, for some ¢ < n, there exists j € IC such that % < )\y% Let us then consider the strategy
Va’t I/j

7 of Player —1 such that, for all ¢’ # ¢, 7 = o and 7, = j. It is clear, using Equation and proposition

that v(o,7) < 0. Thus o cannot be an equilibrium strategy. [ ]
Proof of Proposition [4.10 If players have equal influence, the game is zero-sum and symmetric.
Thus its value is 0. It is then straightforward to check that the strategy (i1,-:,4,) guarantees a value of
0 to each player. It is thus an equilibrium strategy for both players. ]
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Proof of Proposition [4.15] In order to use the characterization given in Proposition [4.10] we shall
express y; (M) as a function of the CE’C(M ). Recall therefore that, according to equation one has

-1
ye= 2 7€ | I1 Blimjm) |- (7.23)
I=t+1 m=t+1

Then note that, by Equation for all (i,7) € K2, B(i,4) can be written in the form
B(Z,]) = (]. —V; —Uj — Uiyj)M + UiM_{i} + ”UjM_{j} + Ui,jM—{i,j}; (724)
where v;,v;,v; ; € R, are such that v; + v; +v; ; < 1.

Substituting Equation [7.24] into Equation [7.23] one gets

no1q -1

Yt = Z ?61 H [(1 —U; — U — UiJ')M + UimM—{i,,,L} + Uij_{j} + Uim,ij—{i,,,L,j,,,L}] . (725)
I=t+1 m=t+1

In order to obtain products of homogeneous length, one can rewrite Equation [7.25] as

-1

n —

1
Y= ), }6' [T [(=vi-vj—vi )M + v, M_g; 3 + 05, M_gjy + i, 5, Mg 0]
I=t+1 m=t+1

t
x ( H [(1 - Uirn - Uj’NL - UinL :j?n)I + Ui'mI + anLI + Uimyjrn I]) °

m=1
Developing this formula, for ¢ < n, one gets an expression of the form

1, !

n—t-
ye=—-€ Y ve )
=1

4
[TMc., (7.26)
K CeCn—t-1 s=1

where vo € R+ is a non-negative coefficient obtained by multiplying weights corresponding to paths of
length n—t -1, C = (Cy,-,Cp_¢—1). Using Definition [4.12] this can be written equivalently as

v
ye= Y —2MY(M). (7.27)
Cecn*t*l K

It is then straightforward to check that, for all £ <n, ¢;_, given by assumption is such that

Ytk
A+ Vi ’

e
1y = Argmaxy. i

The proof then follows from Proposition [ |

31



7.5 Proofs for Section 4.3l

We first prove the existence of the value for the auxiliary one-shot game, i.e., Proposition [4.20] Then,
Sections to are dedicated to the proof of Theorem We begin by introducing a detailed
ball model in order to study an auxiliary process (z;)¢>1 involving the intertemporal influences. In par-
ticular, we can compare z; to the eigenvector centrality (Section . We then show that, provided
that A and y are sufficiently small, (]|2¢]c0)>1 Will be bounded below (Section [7.5.3)), and for a fixed pair
(A, ), bounded above (Section @ . Then, we use these results to deduce that, by playing ¢*, Player
1 can ensure that he obtains a fraction w* of the influence at every stage, whence he can guarantee in
the original game a mean-average opinion arbitrarily close to 2w”* — 1 in any sufficiently long finite game.
By symmetry, one can show that Player —1 can guarantee a mean-average opinion arbitrarily close to
2w”* — 1, whence the result.

7.5.1 Proof of Proposition [4.20

Proof of Proposition [4.20 In order to prove the result, we apply Sion’s minimax theorem [Sion
et al.| (1958).

The set of actions of Player 1 is the set of probability distributions over non-strategic agents, i.e.,
A = A(K). Hence, this set is convex. Moreover, it is compact for the topology induced by the |.|s norm.
Similarly, the set of actions B = A(K) of Player -1 is compact convex. Recall that the payoff is defined
by

Zz,]el(:a(l)b(])fyl(lmj) _ f;(cub)

Zi,jelC Cl(’L)b(j)(fy_l(Z,]) +fz}(Z7])) f;(a,b) + fy_l(a7b)7

where f; (a,b) (resp f,'(a,b)) is the bilinear extension of f, (resp. f;!) to A(K)xA(K). Since for every
(i,5) € K*, we have f,"(i,j) >0, the function g;(.,b) is clearly continuous in A for every be B.

gy(a,b) =

Let us now check that the payoff function is quasi-convex. One may think intuitively as follows. Recall
that g; represents the proportion of balls caught by Player 1, so when two actions a and a’ are mixed
with weights A and 1 — A, the new proportion is a convex combination of the original ones. The weight
from this convex combination needs to take into account not only the proportion in which each strategy
is played, but also the total numbers of balls caught when playing a and a’, respectively.

Ifae A, a €A, and A€ [0,1], then

f;()\a-k (1-X)d',b)
fiQa+ (1=X)a',b) + f;(Aa+ (1= XN)a',b)’
~ fy(a,b)
U+ D Aa+ (1= M)l b)
by M ab)
B (fi+ fHAa+(1-N)a',b)

The last equation shows that gi is a convex combination of ¢g'(a’,b) and g¢'(a,b) but with different
weights from (A, 1 - )\). Hence, the function is not convex, but quasi-convex:

g;(/\a +(1-XN)d',b) =

fa(d’,b)
(fE+ ) (a+(1-XN)a',b)’
fi(a',b)+ £, (a,b) 1
/} f};l)(m +y(1 “Na by '0)-

+(1-X)

gé(mb) +(1-X)

g;()\a +(1-\)a’,b) < max(g,(a, b),g;(a', b)).
One can therefore apply Sion’s minmax theorem |Sion et al.| (1958]):

. 1 . 1
maxmin g, (a,b) = minmax g, (a, b).
acA beB gy( ’ ) beB acA gy( ’ )
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7.5.2 A refined “ball model”

Let us now define a model inspired by the “ball game” to analyze the behavior of the sequence (y,)n»1 of
intertemporal influence. The main idea is to reverse time and to model each ball as a stochastic process.
Let h € HZ be an infinite sequence of pairs of actions. Informally, for every [ > 1, we define a process
(X")4»1 describing the behavior of the ball introduced at stage [, and the time 7; when the ball introduced
at time [ is no longer in the network because it has been caught by one of the two players in the previous
stage. For every [ > 1, we define the stochastic process (X!);»; (inhomogenous Markov chain) with values
in {@} UK such that

e for every t<(1-1), X! =g,
e fort=1, th is uniformly distributed over C,
e for every t > 1, if X! = @, then X|,, = @, and if X| = k € K, then X!, has the following distribution:

— with probability A'(it,j:)x + A7 (is, ji )k, it is equal to @.
— with probability B(it, ji)k,m, it is equal to m.

We assume that, conditionally on the sequence h, the stochastic processes are independent. Finally, we
define the stopping time T} = inf;s;{ X} = @}. Informally, the ball introduced at stage [ is caught by one
of the strategic agents during stage T; — 1, so it will no longer be there at stage T;.

For every k € IC, we define z,, to be the expected distribution of balls after m stages. Formally, let

2m(k) =En(4 {121, X} = k}) (7.28)
= iph(an = k), (7.29)
=1
S (XL = XL £ @)Pu(XL, = 2), (7.30)
=1
and
[zl = gph(xfn + ). (7.31)

This new formalism is linked to the ball game defined previously by the following formula. Given n > 1
and a finite sequence of actions h = (i1, J1,...,in,Jn) € H?, then y,_; along h is equal to z; induced by
any history in H% starting with (4,-1, jn-1,- - ,%1,71)-

Let us now compute how the distribution of balls is related to the invariant distribution x. We
distinguish two types of balls: those that have been caught and those that have not yet been caught. The
first are no longer counted, whereas we obtain bounds on the expected distribution of the second type
using the Doeblin equation (a proof can be found on p. 197 of Doob)| (1953)).

The Doeblin convergence theorem ensures that, for any initial distribution, the sequence of distribu-
tions along the Markov chain converges to the invariant distribution at a geometric rate. Formally, there
exist C'>0 and d € (0,1) such that

Y >1,Ype A(K), [pM™ - x|y < C(1 - d)". (7.32)

We can use this equation to bound the distribution of each ball in the network in expectation and therefore
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the distribution of all remaining balls. For every i € IC, we have

o) o ) = (33P0 = XL £ )P 22 ) - i x(9)] (7.3
< lil By (X, = XY, + @) - x ()| Pu(XL, % 2), (7.34)
< lil (%e'Mm’l) (1) = x()|Pp (XL, # @), (7.35)
< l21 C(1-d)™ P, (X! + @), (7.36)
< :Tcu ~d), (7.37)
< g. (7.38)

Hence, we have a uniform bound in L;-distance between the actual distribution of balls and the x-
distribution of as many balls. If we denote the normalized distribution associated with z,, by z,,, we
thus obtain

2 (i) — ()] < —
Bl

lQ

, (7.39)

7.5.3 Number of balls in the network (lower bound)

We now prove that, when A and p are small, the number of balls in the network is large. Hence, Equation
(7.39) implies that the probability distribution of balls is close to the ergodic distribution.

We first prove that, provided the influence potentials are sufficiently small, we can guarantee that
each ball will be absorbed in less than V| stages with small probability for some N;. Therefore at every
stage, the probability that the last N7 balls introduced in the network have not been caught is close to
1. We first focus on the probability of absorption of the first ball. We then deduce that, at stage Ny,
all the balls are still present in the network with high probability, so we may conclude by an invariance

property.

In the following, we fix an infinite history of actions h. The result will be independent of h, which
immediately implies that the result is true against any strategy of the opponent.

Lemma 7.4 Let Ny > 1 and § > 0. There exists A\g > 0 such that, for every h € HZ and for every
A 1< Ao,

Py (T, > Ny +1) > (1-68)™i.
Informally, the ball is still there after stage Ny.

Proof. Fix a history h € HZ. Define v = mingec v >0 and n=1- (1 - 5)(1\’%)2. Let X\ = ﬁg. At
every stage t, the probability that the ball is caught is:

e 0 if the ball is at a node that is not targeted by any player,

-

[ ]
A+vg HAVE

if the node is targeted by one of the two lobbies,

o M if the node is targeted by the two lobbies.

A ptvg
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Since the function z — — f”k is increasing in x and decreasing in vy, we may deduce that

2o nv
Pp(Ty =t|Ty > t) < = = =n.
W(Th =t 28) Dotv mwr(-nr
Hence,
Ph(Tl = t|T1 > t) <n
and

Ph(Tl >t+ 1‘T1 > t) > (1 —77).

It follows by the chain rule that
P(Ty > Ny +1) > (1-n)™M.

By the choice of 1, we obtain the result. ]

Lemma 7.5 Let Ny > 1 and § > 0. There exists A\g > 0 such that, for every h € HZ and for every
)\7 M < )\0;

VYm > Nl, ”ZmHl > N1(1 —5)
Informally, there are at least N1(1—0) balls at every stage greater than Nj.

Proof. Under the conditions of Lemma [7.4] it follows that, at the beginning of stage Ny, we are sure
that the probability that none of the balls has been caught is

Py (A Ty 2 Ny +1}) 2 Pp(n{Ty 2 Ny +1})

zﬁPh(Tl—(l—l)zN1+1)

v

=1
Ny
th(l)(TI >Ny +1)
=1

\Y%

(1-5)mM
1-4.

2

The first inequality is true since {7} > Ny + [} is a subset of {T; > N; + 1}. By assumption, conditionally
on a sequence h of actions, the sequence (T;);»1 is a sequence of independent variables. Moreover, for
every [ > 1, the law of T} under the sequence h is the same as the law of T, (;_;) under 41 and hence
the second equality.

As the previous result is true for every h € H%, we have more generally,

Vm 2 Ny, Pro(nl, o n{Tiz2m+1}) 21-4.

Informally, we are sure that with high probability all the balls that have been introduced into the network
between stages m + 1 — Ny and m are still there at stage m. It follows that the expected total number of
balls is almost N7 up to a factor (1 —¢). Formally, for every m > Ny,

lzm 1 = 3. Pa( X5, # @),
=1

> Z P}L(len # @)7

l=m+1-N;
> > Pa({Tizm+1}),
l=m+1-N;
> Ny (Br (" pe1-n, {Ti 2m + 1}))
> N (1-9).
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We can deduce the following corollary from Equation [7.39] and Lemma [7.5}

Corollary 7.6 If Ny >1 and d > 0, there exists Ag > 0 such that, for every h € HS and for every A, i < Ao,
we have, for every m > Ny,
1 c
ik, [E (i) - (i) € —0 &
K. (i) - XO) S 57 =57 g

7.5.4 Number of balls in the network (upper bound)

We now prove that for fixed influence A and p there exists an upper bound on the total expected number
of balls. Informally, at each stage, one ball is added. When there are many balls, this is compensated by
the high probability that a player catches a ball. Nevertheless, it is important to note that the expected
number of balls depends on the sequence of pairs of actions played.

Lemma 7.7 Let Ny >1 and § >0 and \g > 0 satisfying the assumption of Corollary[7.6. Let \,p < Ao,
then there exists © € R, such that

|21 < max (©, Ny +1). (7.40)

Proof. Let 7 = maxyex v, and define

0=— L _()\+v+g)+1.
mingee x(7) \ A d

For every m > 1, we know that, between stages m and m + 1, one ball is introduced into the network and
some balls are caught, so
”Zm+1||1 < ”ZmHl +1.

This implies in particular that, for every m < Nj, the number of balls is less than Nj. Let us consider
from now on m > N7 and prove that, if |z,[1 > © -1, then |zm+1]1 < [|2m]1. To do this, it is sufficient
to prove that Player 1 captures more than 1 ball in expectation.

Let us compute the minimal number of balls caught in expectation by Player 1 at stage m:

ek N+, A+V
A

. L C
(i@ - 5 ).

min A Zm (1) 2 A (minzm(i)),
i€l

v

by Equation [7.39] It follows that

. A
Z2m (1) > o

min
el N+

(1ol Cmin @) - ).

N|

By definition of ©, we obtain precisely that, if |2,,]1 > © -1, then

. A
min

N>
1€lC )\+Vizm(2)_1

So whatever actions are taken by Player 1 and Player —1, at least one ball will be caught in expectation
and the expected number of balls will decrease. Since the number of balls cannot increase by more than
one in any one stage, this implies that the total number of expected balls is bounded above by ©. ]
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7.5.5 Payoff guaranteed by (a*,b*)

We now show that Player 1 can guarantee a payoff arbitrarily close to 2w* — 1 in any sufficiently long
game.

Let o> 0. We define & = o (minexc (x())). If we consider § = 1 and Ny > ng, then by Equation

we have
1 C

— < — <&
Ni(1-6) d
For all i € KC, ax(i) > e. Then for all ¢ € K and for all m > Ny,

Viel, [Zm(i) - x()| <

[Zn (i) - X(0)] <=

This implies that, for all 4 € IC, x(i)(1-a) < Z,n (i) < x(7)(1+ ). By the previous result, we can compare
the payoffs in the game G, with parameter x and the game Gz, with parameter z,,.

For every (i,7) € K2, we obtain
FeG A=) < f2, (6,4) < (i, 5) (1 +a).
It follows that
i jex a(0)b(5) f2, (i.5)
Yigerc a(Db()(f1 G 5) + fL, (4,5))
zi,jelC a(i)b(j)le (4,5)

m

g9: (a,b) =
Y alb(N (I G) + 2 (@5)
S 1-« Zi,jelc a(i)b(j)fi(i,j)
T 1va Y, ucalbG)(flg) + fL, )

1-0{ 1
> — b).
> 1+agx(a, )

Moreover, we know that the expected number of balls remains bounded. This implies that, provided
that the game is sufficiently long, the behaviour of the first /Ny balls is not important. More formally, for
every m > 1 and every finite history h,, € H,,, let A,, be the expected number of balls caught between
stages m and stage m + 1:

A = |zml1 = (zmei |y = 1) = Y Pa(Xpnis = 21X, # 2).
=1

In particular, for every n > 1, we have
n-1
> Ap+zn]1 =0
m=1

Furthermore, let ! be the proportion of balls caught by Player 1 by stage m. Let us compute the
expected number of balls caught by Player 1 between stages 1 and n. In order to prove the result, we will
need to use the relation between the sequence (z;)¢»1 and the intertemporal influence (y)1<t<n. Recall
that, given n > 1 and any finite sequence of actions h = (i1,J1,...,%n,Jn) € HS, yn—¢ along h is equal to

2 induced by (41, Jn-1,---,%1,71) ﬁ Given o and 7, we define (]3 to be the probability distribution on

6Technically, it should be any infinite history beginning by (in_1,4n-1,.-.,i1,71), but actions taken after stage n of this
infinite history are irrelevant in our computations.
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H? obtained by reversing time. This leads to
n-1 n-1 n-1
D ( Z ymAl(imvjm)) = E‘ﬁ ( Z Zn—mAl(i;L—m’j:L—m)) = E‘ﬁ ( Z ZmAl(i;naj;n)) s
m=1 7:_:11 m=1
= (S aea)
= % Es (An0),) + f Es (Anf,,).
L P m P \=mYm

m=N1+1

Moreover, by construction, the marginal distributions on the actions of Player 1 are still a*, so

n-1 n—-1
Eo‘*,r ( Z ymAl(imajm)) 2 Z E‘IS (Ea*,r (Am0£n|hm)) ’
m=1

m=N1+1
3 pelenz).
m=N1+1
> 1w (,,:;;Eﬁ (Am)),
> izw (::Eﬁ (Am)) - L—O‘w (:z Ees (Am)),
Stele(ga)
> 0w (- By (Jzl)) - N

Since the total expected number of balls caught by both players is equal to n - E« (|zx[1), we deduce
that

n-1 L ) l-« %
Es+ r (mzzlymA 1(’Lm,jm)) < (1— mw )(n_E‘ﬁ(||ZnH1))+N1

Suppose that the initial vector of opinions is such that every non-strategic agent has opinion (2w* —1),
Le., z7 = (2w” - 1)e’. Denoting Z, = E< (|25 1), we obtain

1/1- 1 1- 1
W (xi, o, 1) > 7( O[w’*(n—én) —Nl) - = ((1— —aw*)(n—én) +N1) +=Z, (2w - 1),
n\l+a n 1+a n
1(1- 1 1- 1
> —( Lw(n-2) —Nl) - ((n—Zn)— O‘w*(n—zn)+N1) + 222wt - 1),
n\l+a n 1+a n
1 1- 2N; 1
> f(n—én)(Qiaw* —1) -2 CE 2wt - 1),
n 1+ n n
1- 2 1- 2N
> (2 % —1)+ fénw*(l— O‘)——l,
1+a n 1+a n
()2
l+a n

and therefore,
-«
lim inf inf 7, (27, 0", 2(27 *-1).
iminf inf - (7,07, 7) oo

Hence, ¢* guarantees (Qi—zw* - 1) in the infinite game from z7 for Player 1. Moreover, it is true for
every « > 0, hence Player 1 can guarantee a minimal payoff as close as he wants to 2w* — 1.
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The same approach shows that Player —1 can guarantee a maximal payoff for Player 1 as close as he
wants to 2w* -1, whence 2w* -1 is the uniform value. Moreover, we have constructed e-optimal strategies
that are independent of the past. By Corollary the result is also true for any vector of opinions.

7.5.6 Proof of Proposition [4.24]

Proof of Proposition [4.24 The transition matrix B is clearly continuous with respect to A and
coincides with M for A = 0. Thus, by continuity, for a finite n, there exists Ay such that, for A < Ay for
every history h € H%, the sequence of nodes for which the probability of presence of balls is maximal is
independent of h. In particular, one has

iy = argmax ey (k),
where?t is the node with maximal {-centrality given by Assumptionm Proposition then guarantees
that (i1,--,4,) is an equilibrium strategy for both players in the blind game of length n. [ ]

7.6 Proofs for Section [5l

Proof of Proposition

We now consider the static game where players cannot change their action during the game, under the
assumption that the orbit of ¢ is at least 3. A strategy of Player —1 is just repetition of the same action,
hence of the form (j,--,j) € K®. We define the strategy of Player 1 that repeats the action i* = ¢~1(j):
play the sequence of actions (¢71(j), -, ¢ 1(4)).

Given that the orbit of ¢ is at least 3, we are sure that i* # j and ¢ '(i*) = j. This ensures that we
are in fact back to the second case in the proof of Proposition [4.4] Therefore,

g9(z3) > 0.

By considering once again the equations in the proof of Theorem [£.2] it follows that, for every ¢ > 3,
g(x) > 0. Hence, the advantage obtained by Player 1 in stage 2 persists throughout the game. ]
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