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Abstract
In experimental economics one can confront a “don’t!”, as in “do not deceive your 
participants!”, as well as a “do!”, as in “incentivize choice making!”. Neither exists 
in experimental psychology. Further controversies exist in data collection meth-
ods, e.g., play strategy (vector) method in game experiments, and how to guarantee 
external and internal validity by describing experimental scenarios by field-related 
vignettes or by abstract, often formal, rules as it is used in decision and game theory. 
We emphasize that differences between the experimental methodology of the two 
disciplines are minor rather than substantial and suggest that such differences should 
be resolved, as much as possible, through empirical research. Rather than focusing 
on familiar debates, we suggest to substitute the revealed-motive approach in exper-
imental economics by designs whose data not only inform about choice, but also 
about the reasoning dynamics.

Keywords Methodology · Experiments · Decision and game theory · Cognitive 
psychology · Reasoning dynamics

JEL Classification B41 · A12 · C91 · C70

1 Introduction

Experimental research in economics differs from experimental research in cogni-
tive, social and economic psychology, in part because psychology studies human 
behavior in its entirety, while economics concentrates on decision making. More 
specifically, economics concentrates on conscious decision making that takes 
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place in economic scenarios such as markets, industrial firms and so on, and that 
focuses on money related concerns. We understand conscious decision making as 
consequentialist choice made via forward-looking deliberation. In turn, by forward-
looking deliberation, we mean the process by which one tries to predict both the 
consequences of one’s own choice options and the circumstances beyond one’s own 
control (other agents’ relevant choices, random events and so on), with the aim of 
selecting an option with desirable consequences.

The difference in focus leads to distinctive characteristics of the experimental 
methodology. For instance, due to their focus on consequentialist forward-looking 
deliberation, experimental economists usually disregard unconscious or purely 
emotional behavior1, in which psychologists are on the other hand much interested. 
Moreover, as conscious deliberation is conceived of as an individually based men-
tal activity (even in brainstorming circumstances), forward-looking deliberation falls 
into the scope of methodological individualism. Thus, in experimental economics, 
even when the topic of investigation is group behavior (typically, the same as in 
social psychology) economists attempt to explain group behavior in terms of the 
results of individual decisions. Despite such differences, however, there is a pro-
found commonality of interests, objectives and views between the two disciplines. 
Thus, rather than discussing why experimental psychology and economics do not 
fully overlap, we limit ourselves to analyzing experimental methodology concerning 
the common interests of the two disciplines—namely decision making by forward-
looking deliberation—and how to go about closing the gap in the type of experimen-
tal data collected for such research.

The methodological differences between experimental psychology and economics 
may be the result of vagaries in the history of both disciplines. In fact, experimen-
tal psychology rests on top of a much longer tradition than experimental economics 
does2. This might have induced experimental economists to claim “But we do it dif-
ferently!” in order to differentiate their research from merely importing experimental 
psychology into economics. Whether that was in fact the case (after all it is not bad 
to learn from other disciplines) or whether instead a familiar empirical methodol-
ogy such as experimental research was re-evaluated, remarkable differences between 
the experimental methodology in economics and psychology have been claimed 
(see Camerer 1996; Hertwig and Ortmann 2001, 2008, and, for an encompass-
ing philosophical perspective on methodological issues, Guala 2005). However, as 
when comparing religions, such appraisals have often neglected the huge overlap in 
research topics and empirical methods3 while emphatically pointing out minor dif-
ferences. We take the opposite stance, looking at thematic overlaps of experimental 

1  So-called system 1, in the distinction popularized by Kahneman (2011).
2  For a review of the early results in the field of experimental economics, see Roth (1995). This claim is 
true also for other subdisciplines of psychology, e.g. economic psychology (the International Association 
for Research in Economic Psychology and its flagship Journal of Economic Psychology were founded 
only in 1982).
3  By learning from all experimental research, partly elicited by more or less field specific elicitation 
methods, like using mouse lab, eye tracking, brain scanning, physiological measures, etc. and by using all 
paradigms like portfolio choice, intertemporal allocation tasks, etc. as well as social and strategic interac-
tion tasks like social dilemma, (reward allocation) dictator games, market games, etc.
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economics and psychology while addressing in Sect. 2 the dilemma whether “Econ-
omists wanted to experiment differently” or “Were economists attempting to rein-
vent the wheel”.

In the humanities, including in social science, one can distinguish description and 
prescription. Regarding the latter, for instance, philosophers often discuss ideals—
ethical or even epistemic principles—to which we might want to adhere irrespective 
of whether they are in line with our cognitive limitations and emotional system. So, 
it is assumed that one can be guided by ideals even when will hardly ever be able 
to comply with such ideals4. However, at least in practical philosophy what “ought 
to be” should be feasible.5 This implies that one has to understand human behav-
ior, even when trying to redirect it, e.g., when assuming a behaviorally informed 
prescriptive attitude. Proper scientific understanding of human behavior is guided 
by empirical observations confirming its underlying hypotheses. Sound descriptions 
thus presuppose empirically confirmed theoretical hypotheses, namely nomological 
knowledge. Yet, all too often nomological knowledge is neglected. For example, it is 
a questionable attitude of economic advisors and advisory boards alike to offer pre-
dictions about future events even when such predictions are not based on any avail-
able empirically validated hypotheses. Too often such predictions are merely rest-
ing on personal viewpoints, which, however convincing they might be, do not rely 
on validated theoretical background hypotheses6. On the other hand, advice based 
on models presents the advantage of allowing for more systematic speculations (for 
instance if based on available resources) especially in relation to market models. 
Model theory-based advice is less biased by idiosyncratic opinions.

Thus, collecting nomological knowledge is a crucial step for properly studying 
human behavior. One possible way to accumulate nomological knowledge empiri-
cally is by relying on field data. That is, one could try and confirm hypotheses in 
light of more or less suitable field observations, especially when external validity is 
an issue. Notice, however, that data based on simple observations regarding which 
choices were made may not be sufficient for researchers who are attempting not only 
to observe and study choice behavior but also to assess the reasoning and the emo-
tional aspects that are often effective drivers of choice behavior. Investigating actual 
reasoning and emotional aspects, thus, may involve, besides observing which deci-
sions were made, also interviewing the decision maker. Think for instance of com-
mittees needing to come to a majority or even to a unanimous decision.

A second possible avenue to acquire nomological knowledge is to design styl-
ized experimental scenarios generating data suitable for rejecting or confirming 
the hypotheses in which one is interested. Such designs allow for high levels of 
abstraction and need not be conceived with a specific field situation in mind. An 

4  See for instance Levi (1997).
5  This calls into question the use of neoclassical economics and, more generally, of orthodox (strategic) 
game theory with its common knowledge assumptions as a basis for providing advice due to its norma-
tively convincing, but cognitively too heavy and psychologically unrealistic, rationality requirements.
6  See Güth and Kliemt (2015) and, for instance, Selten (2004) for evidence on how newspaper articles 
on economic policy neglect all the circularity inherent in economic policy measures.
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example of such designs are experimental scenarios through which one purports 
to test some fundamental aspect of human decision-making, rather abstract from 
specific contingencies that might arise in the field.

In the humanities, the tradition to experimentally accumulate nomological 
knowledge has been initiated in (social and cognitive) psychology. Only later 
the experimental approach became also quite popular in economics (see Roth 
1995). At present, there exists an experimental tradition in nearly all humani-
ties and it is worth noting how, in recent years, the experimental designs have 
become more and more often terminologically and conceptually based on deci-
sion and game theory. Despite the close connection between game theory and 
economics (see von Neumann and Morgenstern 1947), the rigorously defined 
modelling tools and solution concepts offered by decision and game theory were 
often viewed as applicable beyond economic scenarios. Taking advantage of 
this wide applicability has made possible or enhanced a lively interdisciplinary 
exchange among all humanities. This mutual exchange has, however, overlooked 
that several crucial rationality requirements of game theory are not in line with 
human cognition and psychology, such as interpersonal payoff aggregation (that 
is, ascribing numerical probabilities to all possible constellations of circum-
stances beyond one’s control originated, for instance, by other agents’ choices 
and then, in case of individual decision-makers, aggregating interpersonally the 
probability-weighted implications of choice options in order to select one among 
those), iterated elimination of weakly dominated strategies, common knowledge 
of rationality etc. Although new traditions of experimental research are pros-
pering in the different social sciences, so far, the methodology of experimental 
research has been mainly developed in psychology and largely accepted, but also 
sometimes challenged, by experimental economists.

Describing the huge overlap existing in the experimental research of econo-
mists and psychologists would require a history of laboratory research, Rather, 
we are interested in why the rare differences between experimental economists 
and psychologists get so often stressed and controversially discussed, and why 
such a debate too often remains a conceptual one rather than one discussed and 
settled on the basis of nomological knowledge. Especially testing empirical 
claims for field-like complex decision making could be more easily done by field 
data. To capture the richness of field environments in the lab would likely over-
burden cognitively the usually inexperienced lab participants while experts are 
more or less fully aware of it. All what one can try to induce experimentally are 
approximations of field environments. We appeal to this debate in Sect. 3 where 
we discuss when and whether experimenters should deceive participants and 
how this practice can be circumvented. Section 4 returns to the issue of theoreti-
cal “unity” as opposed to “too much variety” analyzing the issue of risk-aver-
sion. After arguing in Sect. 5 that there cannot be too much rigor, we indicate 
in Sect. 6 how the dynamics of decision making, which should be interesting to 
economists as well, can be experimentally explored. Section 7 concludes.
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2  Have economists wanted to reinvent the wheel?

During the initial phase of experimental economics, one often encountered psy-
chologists offering a large variety of concepts such as equity, cognitive dissonance, 
prospect theory, and so on, whereas economists, actually neoclassical economists, 
puts forth just one—rationality. The issue is that what (neoclassical) economics 
brings to the table is a language built in terms of preference relations, probabilistic 
beliefs, their Bayesian updating, and its notion of rationality. A language can be a 
very apt framework to make predictions but, per se, does not allow to predict much. 
In fact, one can apply neoclassical jargon to tautologically explain nearly all reason-
ably consistent choice behavior. On the other hand, behavioral economics mainly 
attempts to fit preferences and beliefs, and possibly their dynamics, in ways which 
render observed choices fitting with the theory (see, for instance, prospect theory in 
the tradition of Tversky and Kahneman 1979). While offering a language is a great 
achievement in terms of expressivity and flexibility, it is much less fruitful, in and of 
itself, in terms of offering predictive content7.

Another innovation brought about by experimental economics is its initial 
requirement to provide a solution benchmark, usually based only on the experimen-
tally induced monetary incentives.8 For scholars open to this kind of methodological 
duality, this is a good way to offer a focal prediction to which actual behavior can 
be compared without claiming any empirical validity for it and possibly even dis-
missing the need to test it. Instead, for those who still accept the rationality assump-
tion, the revealed motive approach allows to vary the decision task or game model in 
ways that align benchmark solutions and internally observed behavior. Nonetheless, 
it is now more broadly understood that while what gets experimentally induced in 
the lab by describing choice sets, (monetary) payoff functions, random events, deci-
sion process and information conditions is indeed a game form,9 nothing is however 
observed about other motives that might be quite relevant to participants’ decision 
making such as shame, guilt, honor, reciprocity obligations and so on. Such motives 
can be imported in the decision-making process in uncontrolled ways and partici-
pants may even misperceive or neglect other motives. In this vein, Pull (2003)—but 
see also Selten (1960)—have argued that the modal 50:50 sharing in many ultima-
tum experiments is due to participants neglecting the sequentiality of ultimatum 
bargaining. Inducing just game forms rather than full-fledged games renders also 
solution benchmarks problematic as it requires, in order for participants to reason 

7  We acknowledge the considerable influence of prospect theory but also mainstream that weakening 
or even substituting some rationality requirements but sticking to others can lead us astray. Especially 
when experimentally inducing commonly known individual risk attitudes via binary-lottery incentives, 
prospect theory still seems to be in a premature stage. Would one rely only on idiosyncratic probability 
transformation when only the likelihood of the experimentally induced possible loss is rather continu-
ously affected by own and others’ choice making?
8  There are limits of inducing monetary incentives not only by crowding out or in intrinsic motiva-
tions in social and strategic decision tasks. We definitely favor Simon’s approach to procedural, bounded-
rationality theory.
9  If we abuse terminology slightly allowing also for one-person games.
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about the game, strong common knowledge assumptions that are questionable if not 
plainly impossible to realize. Given these considerations, it is probably a good thing 
that in the literature do appear experiments that receive quite a lot of attention (see 
e.g. Dana et al. 2007), despite not inducing a well-defined game.10

In addition to introducing a precise, regimented language to reason about deci-
sion making, and solution benchmarks along with the issues they raise in terms of 
analyzing game behavior, economists have introduced another element of novelty 
in their experimental methodology, i.e. ruling out the deception of participants. 
Has this brought about a new way of experimental research? This is what we try to 
answer next.

3  The taboo of deceiving participants

The issue of experimenter deception (see Ortmann and Hertwig, 2002) is due to 
psychologists (in particular, social psychologists) allowing deception and requiring 
only debriefing: after the experiment, participants become informed on how they 
have been deceived. Experimental economists ban deception tout court on the basis 
of the argument that a reputation of never deceiving participants is a very worthy 
public good in the experimental lab. Progress, here, could mean that the controversy 
can now be discussed not only in the abstract but also in light of experimental evi-
dence—what after all experimentalists should agree to view as decisive. As a matter 
of fact, Jamison, Karlan and Schechter (2008) support the hypothesis that partici-
pants do behave differently after being deceived by experimenters. Such evidence 
may not suffice to persuade (social) psychologists to sacrifice the convenience of 
using deception and debriefing, but it should at least alert them that there is a price 
to be paid for deception, namely lower quality or even flawed data.

Now, even experimental economists do not shy away from studying deception 
(see Gneezy  2005, Gneezy et  al.  2013), for instance by implementing deception 
games in which participants can deceive others or the experimenter (see Fischbacker 
and Föllmi-Heusi 2013). In fact, studying the “dark side” of human nature in the 
form of lying, deceiving, bribing, stealing, and so on, has become rather fashion-
able. There is no controversy about deception experiments as perfectly admissible 
experimental workhorses. This paves the way to a more subtle kind of experimenter 
deception: experimenters can avoid deceiving their participants themselves by out-
sourcing deception to (experimenter) participants assigned to the role of “subcon-
tractors.“ In this kind of experiments, there are two types of participants: “participant 

10  An example is the rich setup, described in Guth (2021), with each of six sellers chooses a price, 
unaware of whom they are competing with. All what is commonly known is that one’s own demand 
increases when one’s own price decreases and that there are three random events such that one seller is 
a monopolist whose demand is affected by all random events, two sellers are duopolist, whose demands 
depend only two random events and on the other’s price, and three are triopolist, whose demand lev-
els depend on the two others’ prices and one random event. So, each seller’s demand depends on three 
circumstances beyond own control. But sellers do not know that nor which of the eight circumstances 
beyond their control (five prices and three random events) actually matter for their own demand.
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participants” (normal participants acting in the experimental situation under scru-
tiny) and “experimenter participants” (participants incentivized to deceive “partici-
pant participants,“ as it is typically done in deception game experiments). Thus, like 
employers who do not dare to violate labor protection law themselves but hire sub-
contractors who very likely will engage in such violations, experimenters can avoid 
deceiving their participants directly by “subcontracting” deception to appropriately 
incentivized “experimenter participants11”. In our view, and in line with Gneezy 
(2005), there should be more experimental tests of the subtle issue whether partici-
pants would mind, and clearly distinguish, between deception by “subcontractors” 
(“experimenter participants”) and by experimenters themselves.

4  Too many theories, or too many aversions?

One of the earliest “aversion” concepts, later on joined by too many other “aver-
sions” and the one on which we focus in this section, is aversion to risk.12 Risk aver-
sion is customarily induced and controlled in experiments by using binary lottery 
incentives: a participant can win either a low or a high monetary prize, and the num-
ber of tokens earned in the experiment monotonically determines the probability of 
winning the larger monetary prize.13 If the function linking the probability of win-
ning the larger prize to the number of tokens earned is made public, often induced in 
experiments by reading instructions aloud, the idiosyncratic risk attitude of a partici-
pant could further be assumed to be commonly known.14 Yet, although the one we 
have just described serves the purpose of inducing commonly known risk attitudes, 
this method is rarely used even when referring to risk attitudes accounting for exper-
imental findings (e.g., Kagel 1995).

Arguing that this method does not achieve what it is supposed to (see Selten 
et al. 1999) discredits the economic concept of risk attitude, measured by the cur-
vature of the utility of money, but not the binary lottery method, whose rational 
requirements (prefer more to less money and compute probabilities correctly) need 
not always hold but are at least not outrageously unrealistic at least in easy choice 
tasks. One should therefore either reject the binary lottery method (due for instance 
to the evidence put forth by Selten 1999, 2003), and thereby expected utility of 
money, or accept expected utility theory along with the obligation to use binary lot-
tery incentives for inducing commonly known risk attitudes in case of equilibrium 
benchmark predictions. Furthermore, experimental economists, by accepting that 

11  See, for example, Alberti and Güth (2012) where 51 of altogether 54 “experimenter participants” 
went on to deceive “participant participants.“
12  One could argue that the richness of payoff, belief, and social norms-based aversion concepts resem-
bles the multiplicity of psychological theories about which economists complained in the first place.
13  As an alternative, we may confront participants with many paid tasks and assume that what they care 
for is the average overall payment whose variance decreases with the number of tasks.
14  Binary lottery incentives justify expected utility theory by very weak assumptions, namely to prefer 
more money to less and to compute probabilities correctly.
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“incentivizing” may fail, should accept also that “not incentivizing” may work, as 
shown by many psychological studies.

5  Too much or too little rigor?

Psychologists often and reasonably claim that presenting choice tasks by “vignettes” 
relating them to actual field situations enhances participants’ intuitive understand-
ing as to what matters and is at stake. However, when wanting to compare different 
institutional rules, this may confound which aspects of the verbal vignettes are trig-
gering possible effects. Instead, a formal representation might allow to identify more 
clearly and less ambiguously basic institutional differences, and actually allow to 
connect different institutions almost continuously through hybrid, that is intermedi-
ate ones. One advantage of this approach is to let treatments differ only in numerical 
parameters even when the institutions under considerations might be quite different. 
In our view, this could reduce and even avoid explicit and implicit demand effects of 
verbal instructions.

One example (see Fischer et al. 2006) is to compare the demand game, as formu-
lated and analyzed by Nash (1950), and the ultimatum game (see the survey by Güth 
and Kocher 2014). Whereas the former features independent demands and allows for 
both conflict (parties lose what they can share) and anticonflict (parties share less 
than what is available), the latter features sequential bargaining and rules out anti-
conflict by making one party, the responder, the residual claimant. However, when 
imposing monotonic response strategies,15 both can be formally represented rather 
similarly. Denote the two players by X and Y, the monetary reward to be shared by 
p > 0, and the respective demands of X and Y by x and y with 0 < x, y < p. With the 
help of this notation we can define the rules of

• The demand game via

  (u
x
(x, y), u

y
(x, y)) = 

{

(x, y) if x + y ≤ p

(0,0) otherwise
  

and of

• The ultimatum game via

  (u
x
(x, y), u

y
(x, y)) = 

{

(x, p − y) if x + y ≤ p

(0,0) otherwise

Actually, the experimental study of Fischer et al. (2006) compares discrete treat-
ments w with 0 < w < 1 where, in case of x + y ≤ p, it is randomly decided accord-
ing to probability w whether the payoffs are the ones of the demand, respectively 
the ultimatum game, with the treatment-specific instructions differing in one sin-
gle numerical parameter, namely w. Furthermore, the border cases w = 0 and w = 1 

15  Responders choose acceptance thresholds meaning that they only reject offers below them.
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could also be approximated by w↘0 and w↗1, respectively, rather than studied 
directly (see Brennan et al. 2004, for the principle of approximate truth).

One can apply the same idea by connecting independent (as pioneered by Cournot 
1838) and sequential (cf. von Stackelberg, 1952) selling on duopoly. Di Cagno et al. 
(2016) in their analysis of conditional cooperation vary a probability and thereby 
implement a transition from linear public good to trust games, always based on the 
same verbal instructions. In the latter case one essentially connects a social dilemma 
(simultaneous contributions) with a trust (sequential contributions) game. In a simi-
lar way, Kübler et al. (2008) have experimentally compared “screening” and “signal-
ing” by using verbally different instructions, whereas Güth and Winter (2013) com-
pared screening and signaling in an experiment whose instructions differ in just one 
numerical aspect. Altogether, this illustrates that mathematical rigor can be useful 
in suppressing unwarranted demand effects and inspiring easier comparisons of dif-
ferent institutional rules and experimental paradigms. Of course, this does not deny 
that vignettes may enhance comprehension, especially when allowing participants to 
recall field situations with which they are quite experienced.

6  Deliberation dynamics

It is easy to criticize and illustrate limitations, but it remains more difficult to pro-
vide an alternative approach. Rational choice or satisficing theory offer convenient 
terminology and methodology (it is possible to derive optimal or satisficing choices 
when preferences, beliefs, and aspirations are given) but no readily available choice 
algorithms, suggesting that we do not know enough about the dynamics of human 
decision making deliberation. The dynamics of such deliberations can still be rea-
sonable (that is: consistent with forward-looking consequentialism) but they remain, 
at best, boundedly rational. Like rationality, bounded rationality (for example satis-
ficing, cf. Simon 1956) is a consequentialist notion: one chooses among options by 
anticipating their consequences. Yet, boundedly rational agents engaging in forward-
looking deliberation are cognitively constrained and not optimizing. Instead, bound-
edly rational agents try to find some satisficing choice by engaging in a dynamic 
deliberation process according to which we linearly test choice options successively 
rather than analytically deriving the satisficing ones (or the optimal ones, in case we 
are considering rational agents).

Like most scholars in cognitive psychology, as we stated in Sect. 1 we view for-
ward-looking decision making as a deliberation process. In particular, we can think 
of it as one based on a dynamic process involving several steps with a variable num-
ber of feedback loops (see Güth and Ploner 2017, for more details). The process 
applies to individual decision makers (but possibly also to teams of agents) follow-
ing these steps:

1. Cognitively perceive her decision task (mental modeling) by considering causal 
links to predict how her own choice, paired with circumstances outside of her 
control (i.e. choices by others and random events), affects the achievement of the 
desired goal;
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2. Generate a few scenarios of circumstances outside of her control which one does 
not dare to neglect, regardless of whether she is in a position to specify their 
numerical probabilities (rather than considering the Bayesian universe of all 
uncontrollable circumstances);

3. Form aspiration levels for each action goal and each self-generated scenario;
4. Try to satisfice, typically by considering one choice option after another, and 

stopping search in light of feedback information on satisficing success.16

This process structure illustrates how experimentalists need not be restricted to 
collecting choice data but can also elicit information data about deliberation dynam-
ics as well by imposing such deliberation dynamics, for instance by using a suitable 
software. By observing these reasoning steps and feedback loops, one hopefully col-
lects additional data which, together with choice data, help to infer more clearly not 
only which choice was made, but also how and why that choice has been selected. 
Of course, cognitive data on mental modeling, scenario generation, aspiration for-
mation and search steps are more reliable when not only choice behavior, but also 
proper reasoning is incentivized.

This could go hand in hand with using modern techniques like mouse lab to 
record which parameters characterizing a choice task are actually retrieved, when 
and in which order. Similarly, payoff calculators and other software devices can 
indicate which causal relationships have been considered. Eye-tracking, controlling 
decision times and physiological reactions, and brain scanning can provide further 
evidence of cognitive aspects. Direct insights in reasoning processes, at least of 
their conscious aspects, can be obtained by asking individual participants to reason 
aloud or by video and audio-recording discussions of groups of individuals who, as 
a group, have to jointly reason and decide what to do.

Of course, imposing these reasoning dynamics might affect the way of forward-
looking deliberation. Obtaining deliberation data in addition to choice data will 
always command a price17 and can turn out to be cumbersome, even when not 
any longer requiring transcripts and content analysis. Altogether, all such methods 
would help to finally provide qualitative and quantitative evidence enhancing our 
understanding of what influences the ways in which we cognitively perceive more 
and less demanding decision tasks and generate choices in the light of their antici-
pated consequences.

16  After having searched long before finding a satisficing action one will likely stop search whereas 
finding a satisficing action immediately might induce aspiration adaptation (e.g.,   Sauermann and 
Selten 1962), scenario updating, e.g., in the form of adding new scenarios, or mental updating.
17  Actually, journals seem more open to fancy methods like brain scanning medical priming and meas-
urements, what discourages attempts to use loud reasoning or to deliver the outcome of reasoning steps 
by imposing some reasoning dynamics, as indicated above.
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7  Conclusion

We have discussed above methodological aspects that are particularly relevant 
when trying to capture our cognitive perception of more or less cognitively 
demanding decision tasks in which we compare choices by anticipating their con-
sequences. This research could and perhaps should suggest behaviorally valid 
hypotheses not only about human decision making, but also about human reason-
ing. Only recently—and in economics only particularly recently—such wider data 
collection has been complemented and inspired by experimental research due to 
its specific chances for testing competing hypotheses, for limiting confounding 
effects, for running experiments to evaluate the possible implementation of insti-
tutional changes, etc.

The opportunities and advantages of experimental research are a boon for all 
humanities, and especially so for psychology and economics—what accounts for 
the extensive mutual exchange of paradigms, concepts, and methods in data col-
lection and analysis. While it would be quite demanding to describe the common 
grounds of experimental research in psychology and economics, we believe that 
the longer tradition of experimental research in psychology has been enormously 
inspired and enriched by the impressive boom of experimental economics. On 
the other hand, psychology may have understood earlier what are the limitations 
inherent in using experiments as a method of empirical research. Running field 
experiments may help but may yield only field-specific confounded results. Statis-
tical, questionnaire, panel data etc., are often of superior quality, for instance, due 
to their external validity. We may specialize in experimental research but experi-
mental psychologists and experimental economists would be better off learning 
from all kinds of empirical research to offer more reliable predictions about how 
people reason and about what they eventually choose.

Therefore, we should intensify the mutual exchange and inspiration by reduc-
ing claims of different methodology to its core elements (such as incentivizing 
and deceiving of participants) by analyzing their (dis)advantages empirically, 
e.g., experimentally rather than philosophically. Our main focus has been to point 
out that the revealed motive approach is still dominant in behavioral econom-
ics although it reverses the true causality that motives (guides) choice behavior. 
Instead, we propose that collecting deliberation data in addition to choice data 
in order to learn more about the dynamics of human choice deliberations should 
become a major focus in empirical research for both economics and psychology. 
In this paper we indicate a way how this can be done. Hopefully other researchers 
will develop further ideas on how we all can learn more about consequentialistic 
choice dynamics. Only by joining forces we can hope to improve experimental 
methodology and enhance our understanding of how and why participants behave 
in certain ways. As Gneezy (2005) stresses out: “people are not indifferent to the 
process leading up to the outcome.” Let us add that they also are not indifferent 
to the process by which they process reasoning and finally choose how to decide.

Comparisons of the experimental traditions and methods in economics and 
psychology mainly discuss and exacerbate minor differences while neglecting 
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their huge overlap. This of course does not mean that both disciplines are neces-
sarily convincing and beyond doubt,18 as the overlapping practices might contain 
themselves questionable elements. Indeed, let us close by describing one example 
of a common problematic feature of experimental research in economics and psy-
chology, namely the extensive use of degenerate paradigms rather than generic 
ones.19 When, for example, reporting on Prisoner’s Dilemma, public good games 
and in general on experiments about problems of cooperation,20 scholars usually 
do so without considering the reasons why they are focusing on highly special 
parameter constellations (except by alluding that this may be less cognitively 
demanding for participants) whereas researchers who employ asymmetric games 
with non-degenerate parameter constellations to test whether findings are robust 
to differences in roles usually are supposed and asked to prove why they avoid 
the special symmetric cases. But if degenerate or border-case conditions trigger 
peculiar reasoning (for instance, that participants with the same role behave in 
the same way) this practice is quite risky: conclusions would be very special and 
may not generalize to the field where degenerate cases almost never occur. In 
fact, even if one is particularly interested in behavior as produced by degenerate 
parameter constellations, it would be a good practice to vary minor asymmetries 
and explore their effects when they diminish or disappear.

Funding Open access funding provided by Luiss University within the CRUI-CARE Agreement.

Declarations 

Conflict of interest On behalf of all authors, the corresponding author states that there is no conflict of 
interest.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as 
you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article 
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is 
not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission 
directly from the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen 
ses/ by/4. 0/.

18  For instance, the problematic “manna from heaven” rewards seriously question that participants feel 
entitled to exploit the advantages of their role.
19  Often used with the rationale of diminishing the cognitive burden for participants, yet neglecting that 
symmetry, for instance, may very well result in triggering demand effects.
20  The characterizing aspect of such a class of games is that each role has a strictly dominant choice but 
the group of players can make each player better off by voluntarily cooperating, i.e. neither individually 
optimal not socially optimal behavior has to be the same across players.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


1 3

The better toolbox: experimental methodology in economics…

References

Alberti F, Güth W (2012) Studying deception without deceiving participants: an experiment of deception 
experiments. J Economic Behav Organ 93:196–204

Barkow J, Cosmides L, Toby J (eds) (1992) The adapted mind: evolutionary psycology and the genera-
tion of culture. Oxford University Press, New York

Brocas I, Carrillo JD (eds) (2003) Economics and Psycology. Oxford University Press, New York
Brennan G, Güth W, Kliemt H (2004) Approximate truth in economic modelling. Max-Planck-Inst. for 

Research into Economic Systems, Strategic Interaction Group
Camerer C (1996) Rules for experimenting in psycology and Economics, and why they differ. Under-

standing Strategic Interaction: essays in honor of Reinhard Selten. Springer, New York, pp 313–327
Cournot A (1838) Recherches sur les Principes Mathematiques de la Theorie des Richesses. Hachette, 

Paris
Dana J, Weber RA, Kuang JX (2007) „Exploiting moral wiggle room: experiments demonstrating an illu-

sory preference for fairness”. Econ Theor 33(1):67–80
Di Cagno D, Galliera A, Güth W, Panaccione L (2016) A Hybrid Public Good Experiment Eliciting 

Multi-Dimensional Choice Data. J Economic Psycology 56:20–38
Fischbacher U, Föllmi-Heusi F (2013) Lies in disguise—an experimental study on cheating. J Eur Econ 

Assoc 11(3):525–547
Fischer S, Güth W, Müller W, Stiehler A (2006) From ultimatum to Nash bargaining: theory and experi-

mental evidence. Exp Econ 9:17–33
Gneezy U (2005) Deception: the role of consequences. Am Econ Rev 95(1):384–394
Gneezy U (2013) “Special issue: Deception, Incentives and Behavior”, J Econ Behav Organ 93: 196–413
Guala F (2005) The Methodology of Experimental Economics. Cambridge University Press, New York
Güth W, Kocher MG (2014) More than 30 years of ultimatum bargaining experiments: motives, varia-

tions and a survey of the recent literature,. J Economic Behav Organ 108:396–409
Güth W, Kliemt H (2015) Behaviorism, optimization and policy advice Behavioral Economics und 

Wirtschaftspolitik, Schriften zu Ordnungfragen der Wirtschaft, 53–66
Güth W, Ploner M (2017) Mentally perceiving how means achieve ends. Rationality Soc 29(2):203–225
Güth W, Winter F (2013) Sorting via screening versus signaling: a theoretic and experimental compari-

son. Available at SSRN 2265795
Güth W (2021) (Un)bounded rationality of decision deliberation. J Economic Behav Organ 186:364–372
Hertwig R, Ortmann A (2008) Deception in Social Psycological experiments: two Misconceptions and a 

Research Agenda. Social Psycology Quarterly 71:3222–3227
Jamison J, Karlan D, Schechter L (2008) To deceive or not to deceive: the Effect of Deception on Behav-

ior in Future Laboratory experiments. J Economic Behav Organ 68(3–4):477–488
Kagel JH (1995) Auctions A Survey of Experimental Research. In Kagel JH, Roth AE (eds), The Hand-

book of Experimental Economics, Princeton: Princeton University Press
Kahneman D (2011) Thinking, fast and slow. Macmillan
Kübler D, Müller W, Normann HT (2008) Job market signaling and screening: an experimental compari-

son. Games Econ Behav 64:219–236
Levi I (1997) The covenant of reason: rationality and the commitments of thought. Cambridge University 

Press
Nash Jr JF (1950) Equilibrium points in n-person games. Proc Nat Acad Sci 36(1):48–49
von Neumann J, Morgenstern O (1947) Theory of games and economic behavior. Princeton University 

Press
Ortmann A (2010) The way in which an experiment is conducted is unbelivably important: on the experi-

mentation practices of economists and psycologists, Discussion Paper 2010/06, The University of 
New South Wales Australian School of Business

Ortmann A, Hertwig R (2001) Experimental practices in economics: a methodological challenge for psy-
chologists? Behav Brain Sci 24(3):383–403

Ortmann A, Hertwig R (2002) The cost of deception: evidence from psycology. Exp Econ 5:111–131
Roth A (1995) Bargaining experiments. In: Kagel J, Roth A (eds) Handbook of Experimental Economics. 

Princeton University Press, Princeton, Nj
Sauermann H, Selten R (1962) Auspruchsanpassungtheorie der Untmehmung. Z fur die gesamte 

Staatswissenschaft 118:557–597
Selten R (1960) Bewertung strategicher Spiele. Z Staatswiss



 D. Di Cagno et al.

1 3

Selten R (2004) Boundedly rational qualitative reasoning on comparative statics. Advances in Under-
standing Strategic Behaviour: Game Theory, Experiments and Bounded Rationality, pp 1–8

Selten R, Sadrieh A, Abbink K (1999) Money does not induce risk neutral behavior, but binary lotteries 
do even worse. Theor Decis 46:211–249

Selten R, Abbink K, Buchta J, Sadrieh A (2003) How to play 3x3 games. A strategy method experiment. 
Games Econ Behav 45:19–37

Simon HA (1956) Rational choice and the structure of the environment. Psychol Rev 63(2):129
Spiliopoulos L, Ortmann A (2014) The BCD of response time analysis in experimental economics. Avail-

able at SSRN 2401325
Von Stackelberg H (1952) The theory of the market economy. Oxford University Press:Oxford
Tversky A, Kahneman D (1979) Prospect theory. Econometrica 47(2):363–391

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps 
and institutional affiliations.


	The better toolbox: experimental methodology in economics and psychology
	Abstract
	1 Introduction
	2 Have economists wanted to reinvent the wheel?
	3 The taboo of deceiving participants
	4 Too many theories, or too many aversions?
	5 Too much or too little rigor?
	6 Deliberation dynamics
	7 Conclusion
	References


