Chiara D'Alise
LUISS Guido Carli University, Rome, Italy
cdalise@luiss.it

Luca Giustiniano
LUISS Guido Carli University, Rome, Italy
lgiusti@Iluiss.it

Localized networks and innovation in the life-sciene sector.

Inter-cluster and intra-cluster dynamics

Abstract- The paper investigates the impact of clusters,oonlized networks involving
industrial, academic and institutional playerstha life-science setting and aims to enrich the
line of inquiry into cluster-based innovation bypapng a social network analysis (SNA)
approach. The cluster concept has been definethimgaious ways, corresponding to a large
variety of spatial and organizational concrete mpmhtions. We try to understand which of
these configurations - i.e. what structural andaho@twork characteristics of the cluster - are
best suited to maximize the likelihood of clustémgovation, from an intra-cluster and inter-
cluster perspective. Quantitative methods are egpb relational and nodal data, using SNA
and a regression model. The work sheds light onfdbtors that give rise to differential

innovative outcomes across different clusters.

1. Introduction

Innovation has been proven to be an interactivejutative, and cooperative phenomenon
(Ahuja, 2000; Burt, 2004; Powell et al., 1996; ZaheX Bell, 2005), requiring the
convergence of many sources of knowledge and skilisially linked through a network
(Pyka & Kuppers, 2002). Research has highlighted ithportance of a network including
various types of organizations as the locus ofwation, because the stock of knowledge itself
is located in a complex system of interactions agndifferent organizations. Arora and
Gambardella (1990), analyzing the biotechnologyusty, emphasized the difficulty in
identifying a single innovator in a context of imasing multidisciplinarity. In fact as the
product becomes increasingly modular and knowledgdistributed among organizations
(Baldwin & Clark, 2000), collaboration becomes aessity for new product development,
individual organizations do not possess all thevkedge needed to undertake innovation
internally and mobilize external actors, with difat knowledge bases. R&D networks are

typically driven by different incentives: the amouwf resources and knowledge needed for



R&D has become overwhelming for a solitary orgatira technological and market
uncertainties foster the search for new opportesitperforming R&D activities in networks
can produce extra value for the participants anmdiriaovation outcomes (DeBresson &
Amesse, 1991). From an organizational point of yieat only the managerial components of
R&D but also patent, regulatory, and commerciakatpare involved in all R&D stages and
spur cooperation among firms (Gianfrate, 2004).

The starting point for the analysis is the assuompthat strong links between the production
structure and the knowledge and institutional stitacture in science-based industries are
necessary to overcome innovation challenges: irtfanscould result directly from ongoing
interactions among scientific, commercial, educatipand public institutions, in a context of
bridging between different worldviews. When buss;esegments require high levels of
specialization from multiple contributors (Ghadaeak 2012), clusters arise.

The aim of the paper is to investigate the impdcttte cluster - an aggregation of different
players in a localized network (Curzio & Fortis,03) - on innovation in the life-science
setting. The work tries to enrich the line of inguinto cluster-based innovation by analyzing
which cluster configuration in terms of structurelgartner characteristics is most conductive
to innovation.

The cluster we analyze involves an industrial plaga academic player and a public player
belonging to the government sphere, which, in tieesktience sector, typically are comprised
of pharmaceutical firms, biotech firms, universtieresearch centers, and healthcare
organizations such as hospitals, clinics, and heale institutions linked through an informal
or formal arrangement. It can be thought of asdaced National Innovation System (NIS), in
which the functional system’s elements help stineuthe emergence of innovations (OECD,
2002). Cluster organizations are extended orgaonizatin the sense that, being part of a
broad learning circuit involving the supply chaindalocal society, they optimize the use of
internal intellectual and financial resources apécsalize in the performance of narrowly
defined functions that cannot be performed in theeace of cluster-type learning (Varaldo &
Ferrucci, 1997).

2. Research problem and Research questions
The cluster concept has been defined in ambiguays it is rather flexible, corresponding to
a large variety of spatial and organizational ceterconfigurations. Trying to understand

which of them drives to a higher cluster’s innovatioutcome, we address the following



research questiofwhat is the impact of intra-cluster and inter-ckrshetwork characteristics
on the cluster’s innovative performance in the-dégence sect@r

More specifically we analyze whatructural andnodal characteristics are best suited to
maximize clusters' innovation, from an intra-clustad an inter-cluster perspective: we focus
on network size and density/spanning of structb@és as main explanatory variables; on
nodal vertical heterogeneity and geographical disgaamong the nodes, as contingency
factors.

The paper can make a theoretical contribution bicleimg the literature on cluster dynamics
and filling some gaps of the previous works.

There areno significant contributions that analyze clustefsclusters meaning groups of
clusters. The study after-cluster dynamicg an interesting field to explore. Inter-cludies
areweak tiesand the strength of weak ties has been oftencaded in the network literature.
Despite the vast literature on clustdfge notion of a cluster remains rather indefiniteits
theoretical contows: a chaotic concept (Martin & Sunley, 2003). Tlask of clarity and
conceptualization raises many research questidiere are no consensual views among
scholars on several key issues (e.g., the spa@ifgphical boundaries or the properties of
the players).

There has been only occasional use of construdis@mcepts derived from SNA in analyses
on clusters, we try to introduce the social netwamilysis approach.

Regarding network theory, scholars have bawaible to agree on the form of structures most
beneficial for innovationThere is a fundamental tradeoff between a sparseorie (rich in
structural holes) and a cohesive network. Whereadittst structure facilitates the generation
of ideas and hampers implementation and actionséitend one favors implementation but
not the generation of ideas. The complementaritthese two structures is clear. We try to
solve this tradeoff problem by finding an internagdi solution through the distinction
between internal and external networks, that tsaioluster and inter-cluster dynamics. Firms
in networks benefit from inter-firm resource poglimnd cooperation (Uzzi, 1996). The
former is achieved through open networks; thedastachieved through closed networks.
Researchers have stressed the importanaeetwiork structure, thereby undervaluing other
dimensions that affect knowledge shariMge try to overcome this limit by adopting a
contingent approach. Theontingency factorsanalyzed are the network knowledge base
(expressed by the range of diverse nodes compdisengetwork, meaning a heterogeneous
knowledge base) and the network nodes localizggopressed by the geographic distance

among the network nodes).



The existing literature has focused on the impaictcallaborations on the innovative
performance of focal firms, but scarce attentiors Heeen paid to the overall network
performance (Zollo et al., 2002). It would be ieting to consider in our predictions the
network’s overall performancas a dependent, aggregated variable to analyzeffibacy of
the research network as a whole.

The paper's topic is relevant and grounded in tiedlecause the cooperative options are
widespreadl and the new systemic dimensions of technology aedearch, the
interdisciplinary knowledge and the interdepengeraf productive processes led to

cooperation and division of labor in R&D (GoransgoRalsson, 2011).

2. Conceptual framework and Literature
To examine the research problem, we can refertémature on strategic alliances, networks,
and especially clusters, on the Triple Helix mofielinnovation and on system innovation
perspectives.

A. Strategic Alliances
Strategic alliances are considered an integral compt of a firm’s strategy to shorten the
development time while spreading the risks andscassociated with product development
(Powell, 1990)One perspective explaining the benefits of stratedjiances for innovation,
which is also the impetus of our contribution, I tresource dependence theory (RDT),
which proposes that the key to organizational saivis the ability to acquire and maintain
resources rather than to make profit. RDT treats éhvironment as a source of scarce
resources and therefore views the firm as deperatenther firms in the same environment.
When organizations have similar objectives butedéht kinds of resources, the exchange of
resources will often be mutually beneficial to trganizations in the pursuit of their goals.
The basic conclusion from strategic alliance lit@ra is thatthe causal relationship between
alliances and new product development dependsetype of alliancesn whichtyperefers
both to the alliance’s organizational form and geetners’ characteristics. In fagiartner
selectionemerges as one of the most influential factorscaifig an alliance’s success (Shah
& Swaminathan, 2008). Several contributions havdt lan the organizational learning
literature to examine the factors that facilitateowledge transfer among partner firms and
have identified partner-specific variables, therahteristics of the collaborating firms, such

! cases of common knowledge are the UK, where ther&@innovative clusters but particularly importarg those of Cambridge (with 28
colleges, 370 hi-tech firms) and Edinburgh; Rou28 in Boston around MIT; Silicon Valley. Clustergfasion is above the average in
Finland, Germany, Sweden, Uk, US, Japan.



as absorptive capacity, prior experience, and @lltand geographical distance (Cohen &
Levinthal, 1990; Malmberg & Maskell, 2005; Pisariak, 1988).

B. Networks
Studies that examine the consequences of nettvdgksically follow the structuralist
perspective. It focuses on the configuration of ties, analysing how actors in networks
influence each other’s attitudes and behaviors @mtluding that an actor’'s payoff is a
function of network structure and of its positionthe network.
The literature suggests that a firm’s network d&tienships influences its rate of innovation
and R&D (Ahuja, 2000; Podolny, 2001; Shan et @94), often highlighting the benefits of
networking. Networks allow knowledge sharing (kneelge, skills, physical assets) and
knowledge flows (information conduits about teclahibreakthroughs and new insights)
(Ahuja, 2000).
Scholars supported competing school of thoughts2atrdde-offs are still in place: the first
one is between the benefits sfrong (Krackhardt, 1992; Nelson, 1989) versugak
(Granovetter, 1973) ties (that are likely to balbes), the second one is between the benefits
of disconnectechetwork structure (Burt, 1992) versdensenetwork structure (Coleman,
1988; Walker et al., 1997). The question is whethetivork positions associated with the
highest economic return lie between or within deameggons of relationships.
Despite the considerable focus on the role of netwstructure in explaining firm
performance outcomes, some researchers have addged that a network of ties merely
gives the focal firm the potential to access theoweces of its contacts (Portes, 1998).
Contingencies need to be introduced, such as rieetalogeneity (Galaskiewicz & Zaheer,
1990).

C. Clusters
The concept of a network is more general than dhatuster and does not necessarily entail
local embedding, a shared objective, or a speaif@rket (Nooteboom, 2004). The cluster
concept has been defined in ambiguous ways. Theafuje of cluster definitions falls under
two main lines of conception: (a) Porter's (200@firdtion:“a geographically proximate
group of inter-connected companies and associatstitutions in a particular field, linked by
commonalities and complementaritie) OECD (2002) definition: fietworks of production
of strongly interdependent firms, knowledge prodgciagents (universities, research
institutes, engineering companies), bridging insiitns (brokers, consultants) and customers,

linked to each other in a value-adding productidraic’, a mainly reticular conception of

2 A form of organized economic activity that involv@set of nodes (e.g., individuals or organizafidinked by a set of relationships.



clusters. Contrary to Porter's definition, the OE@#aproach is not very explicit on the issue
of proximity, and it stresses the frequently lozatl but open nature of clusters: “in most
cases they operate within localised geographi@dsaand interact within larger innovation
systems at the regional, national and internatiteal”. In the end there is no clarity on the
geographical as well as on the sectoral charaetesiz of clusters.

As for the impact of clusters on innovation, Owani et al. (2002) showed that innovative
research in biomedicine has its origins in regioolaisters in the United States and in
European nations. The success factors of a clhster been identified with reference to the
life-science industry as (a) proximity between @msity and research institutes and industry,
with cross-fertilization and know-how sharing; @xcess to human capital; (c) availability of
infrastructures such as facilities and transpamati (d) cultural openness; (e)
multidisciplinarity and spillovers, with interactie and synergies among disciplines; (f)
development of fiscal and financial conditions suipg innovation (Gianfrate, 2004).
Clusters reflect the systemic character of modetgractive innovation and therefore they are
related to several conceptual frameworks and matmlsloped under th@novation System
literature. In this field, that emphasizes interactions amaci@rs and innovation as a process
embedded in a given social context, research has lbarried out on sectoral systems
(Malerba, 2001), technology systems (Carlsson &Bsson, 1997) and regional systems.
The frameworks "Mode 1, 2 and 3" of knowledge puitiun trace the evolution from the
linear model of innovation to the interactive, norear model. We refer to the "Mode 3" of
knowledge production, that advocates a system,istomg of innovation networksand
knowledge clusters for knowledge creation, diffasiand use (Carayannis & Campbell,
2006). This is anultilayered, multimodalnulti-nodal, and multilateral systerancompassing
and reinforcing mutually complementary innovatioetworks and knowledge clusters
characterized by theoexistence, co-evolution, and co-specializabbifferent knowledge
paradigms and different knowledge modes of knowggaigduction.

Another framework is the "Triple Helix" (TH) Modef knowledge, developed by references
(Etzkowitz & Leydesdorff, 1998, 2000) that will iieeoretically investigated in this paper. It
is focused on three helices that intertwine and thenerate a national innovation system:
academia/universities, industry, and state/govemimiEtzkowitz & Leydesdorff spoke of
“university-industry-government relations” and netks, also placing a particular emphasis
on “tri-lateral networks and hybrid organizationsyhere those helices overlap and create
synergies that result in product and process inimmv& This model allows the linking of

basic and applied research to the market, via tdog transfer and commercialization, in a



setting in which strong, enterprise-supportingasfructures complement strong, local science
bases (Cooke, 2002), challenging the conventidinalar model of interaction. The TH model
is based on: (a) the internal transformation irheate of the helices; (b) the influence of one
helix upon another.

Universities provide advanced research and a reagply of human capital in the form of
skilled graduates; companies provide real-worldofmms, commercialization opportunities,
and funding; and governmental organizations prousler feedback and regulatory support.
In particular the life-science clusters are chamaoed by: the presence of basic biomedical
research by universities and public research uteit the emergence of entrepreneurial,
innovative dedicated biotechnology firms (DBFs)kseg to commercialize the results of the
basic research; and the provision of funding, ddweasn marketing and distribution
capabilities from large pharmaceuticals (Wong, 3007

Many studies analyzed the role of universibdustry relationships in triggering new
industrial R&D innovative projects (Cohen et alQ02) and found a positive impact
(Cockburn & Henderson, 1998; Lim, 2000).

3. Hypotheses development

From the literature review, we can conclude thathia cluster field, two interesting aspects
that can be further investigated are network stimectind the partners’ characteristics. The
concept of cluster could correspond to a large ewariof spatial, institutional, and
organizational concrete configurations, as propobgdreference (Hamdouch, 2007): an
innovation clustef'comprises an ensemble of various organizations iastitutions (a) that
are defined by respective geographic localizatioosurring at variable spatial scales, (b) that
interact formally and/or informally through interganizational and/or interpersonal regular
or more occasional relationships and networks (batt contribute collectively to the
achievement of all kind of innovations within aegivindustry or domain of activity, i.e. within
a domain defined by specific fields of knowledgeymetences and technologiedt'involves a
wide range of variation and even starting from tteinition, it is possible to build around the
type of organizations involved, the best spatialesfor geographical localization, the focus on
a single industry or domain, and the configuratbthe network, as we do in the paper.
Moreover, the literature review shows that for atequate understanding of clusters,
contrasting perspectives and concepts should béioeh (a) the perspectives of learning
(theory of knowledge and innovation) and governafifeansaction Costs Economics)

(Williamson, 1975) and the concepts of explorafithre discovery and development of novel



ideas) and exploitation (efficient employment ofrreat asset and capabilities, !
implementation of the ideas dovered through exptation) (Holland, 1975; March, 19¢,

both needed for the innovation outcome. These laegeneraprinciples tc follow in the

hypotheses developmems for the specific construc we can consider thia fundamental
prerequisite for innovation is vari¢ of resources and knowledgselson & Winter, 198

From a learning perspective, cognitive diversityairncluster an be summarized in thr
dimensions: the number of cognitive entities inealvin the learning process (size)
connections (density) and the cognitive distancesray the nodes, here expressed by pa
vertical diverdly and geographical distance (Nooteboom, 1. We will focus on intr-

cluster and intecluster (i.e., cluster of clusters) dynamics anarabteristic:

The comprehensive model is shown in figur:

Figure 1 - The Model
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A. Structural Characteristics

The first aim of the paper is to investigateat structural characteristics of the clus

maximize the cluster’s innovations, from an i-cluster as well as an inteluster perspective.
We focus on size and density/spanning of struchuwhds

1) Size

Size is the basic structural feature of netvs (Nooteboom, 2004)t determinethe amount
of knowledge circulating and spilling over betwdems located in a cluste In a Resource

Dependence view, this can be an important predaftéirm performance, leading freliance



on a higher volume of flows of information and oppaities and a wider pool of product and
process technologies during the innovation process.

As shown in Nobeoka et al. (2002), there is a pa@sitelationship between the number of
contacts of a node and a node’s knowledge, if thmvative performance of each node
increases, the overall cluster innovative perforoeanill increase too.

Wider networks promote innovation indirectly by ifaating (a) increased specialization and
division of labor which leads to more focused ekperdevelopment (Saxenian, 1991), (b) the
scale effect (increases in inputs are rewarded witite than proportionate increases in
output) that affects the transformation functfaf the innovation function, and (c) a leverage
effect, given that each node in a cluster is plaotloer networks of different kinds.

Therefore, we can formulate the following hypotkesi

HP1: The larger the sizé of the life-science cluster, the higher the clugteinnovative
performance.

2)  Density/Structural Holes

Despite the growing awareness that networks matier,effects of specific elements of
network structure on innovation remain ambiguoussTs the case of density (the number of
the effective ties divided by the number of possibés). There is a tension between two
schools of thought about which network structureates innovation: one supporting dense
network structure (Coleman, 1988), the other sostgi sparse network structure (Burt,
1992). The absence of density results in the poesehmany structural holés

A dense innovative cluster provides benefits bathmf the learning perspective (quick
transmission of information, communication channelad pathways among actors,
triangulation, intense interaction and integratidr@nsfer of tacit, embedded knowledge,
mutual understanding, coordinated action) (Zandé¢aogut, 1995) and from the governance
perspective (lower transaction costs and barriersrelsource mobilization, competitive
practices, opportunism, risks; higher trust, remggy norms, shared identity). These
conditions favour thexploitationcomponent of innovation.

However in a dense cluster over time, the knowlealggzlap between cluster organizations
will increase (Pouder & St.John, 1996), the onlyywa compensate for this trend is to
increase the cluster firms’ knowledge exchangesh wititside entities. The presence of
structural holes spanned between a cluster and olirgters determines the extent to which

% humber of nodes
4 A structural hole exists between the brokeredractbthe actors share a tie with ego but arecoahected to each other (Burt, 1992).



the cluster's knowledge base is continuously rejated through knowledge inputs from
outside the cluster (Dandi et al, 2006).

In fact, brokerage - the presence of structurad$ielallows the detection and the development
of new ideas from remote parts of the network sgsitted across disconnected pools of
information, diverse experiences, and novel contlmna and re-combinations of ideas.
These conditions favour tlexplorationcomponent of innovation.

The question ofhow firms can better maintain the balance of explaation and
exploitation remains unresolved (Fang et al., 2010). RecerdgareB has suggested the
possibility of using organizations structure to m#es aim (Jacobides, 2007). In different
fields, from evolutionary biology to organizatioiterature and network theory, we can find
hints suggesting a configuration based on semaisdlsubgroups as a solution that may help
strike the balance. In particular, we can combihe organizational learning arguments
(March, 2004) with the small-world networks concephe latter states that when a
community of actors is structured into well-definddsters that are only sparsely connected
to each other, this structure can help to creatiepaeserve the requisite variety of knowledge
in the broader community (Fang et al., 2010; UzziSgiro, 2005; Yayavaram & Ahuja,
2008). Usually, authors have focused on a sing@grorzation, suggesting that it can be
broken into subgroups, semiautonomous subunit$pees instead on inter-cluster dynamics,
where the subgroups are the single clusters andtg@nization can be all the clusters
considered together.

In the end, the bridging ties with other clustdieva for outside exploration, with the access
to heterogeneous and novel ideas while the higlsigenf clusters allows for effective
exploitation of ideas and inside cluster explomatidn fact intra-cluster exploration is a
“finalized exploration process”, with a specifimmvation outcome, that will shortly result in
exploitation and is an exploration process thatumeén a “prearranged systemic way”, a
concept that is more similar to exploitation fortaen characteristics. Therefore, inside the
cluster, the dense structure seems to accomplighdxploration and exploitation aims. This
is even more true in the life-science industry adersng that the innovation process, is a
complex sequence of stages, is a trial-and-errocgss, with a lot of feedback loops, where
continuous shifts from exploration to exploitatiaswell as the opposite take place.
Therefore, networks that have both clustering amdesamount of random linking between
them, cluster-spanning bridges, seem the besti@oltt spur each cluster innovation: the
benefits of local transmission and the informatsmope of cross-cluster connections can be

simultaneously achieved.



Since we are focusing on the single cluster’s imtiom outcome and not on the innovation
outcome of the network including all the clusteygdther, a concern may arise: cross-cluster
connections are able to engender an outflow of kedge and a competition to appropriate
the innovation outcomes. However, this seems todtevery relevant: at the exploration
stage, the possibilities of exact imitation areuct; the firm would have to know the exact
way to implement the idea, which is difficult; thmplementation process is very long and
complex, and there would certainly be a first-mgwablem.
The hypotheses provide a solution in which densg smarse configurations co-exist at
different scales and levels of the network, this ba defined as a multi-scaled cluster, where
at the same time the logic of exploitation may pikeat some spatial scale but the logic of
exploration may entail the commitment of some actoropen-ended networks (Hamdouch,
2007).
This is a solution that tries to join also the agpiton of clusters expressed by Porter (2000)
and OECD (2002), as explained in the literatureesgyv
The interaction of the two effects (density andmspag of structural holes) will have the
greatest effect on innovation considering thastased by reference (Burt, 2000), closure can
be a significant factor in realizing the value ledriin a structural hole: catching new ideas
from outside and effectively implementing them desthe cluster.
We can formulate the following hypotheses, distisging between intra-cluster and inter-
cluster characteristics.
a) Intra-cluster characteristic
HP2a): The higher the density in the life-science clusténg higher the cluster’s innovative
performance.
b) Inter-cluster characteristic
HP2b): The more the nodes in the life-science cluster spsructural holes between the
cluster and other clusters, the higher the clusterhnovative performance.
c) Intra-cluster and inter-cluster characteristics
HP2c): The more the nodes in the life-science cluster spstructural holes between the
cluster and other clusters, the higher will be tipesitive impact of density in the life-science
cluster on the cluster’s innovative performance.

B. Nodes' Characteristics
The second aim of the paper is to investigateat characteristics of nodes in a cluster
maximize the cluster’s innovations, from an inthaster and an inter-cluster perspective. We

focus on nodal vertical heterogeneity, sectorded#ince, geographical distance.



1)  Nodal vertical heterogeneity

Vertical diversity means differences in the nodggsérational contexts in the value chain, it
implies the distinction among three categories:izomtal, upstream, or downstream
(Bruyaka, 2008). In the specific case of the liéeeace cluster, the different players that
occupy the different roles from downstream to wgestn are: pharmaceutical company,
biotech firm, university, research institute, itgions. Much of the existing literature on
strategic alliances implicitly say that biotechrgdfirms act as value-added intermediaries
between universities and downstream alliance paxtriheir role is to facilitate transactions
in a number of distinct ways. Here we considerifistance a biotech and a pharmaceutical
firms as diverse and two pharmaceutical firms askdrhis kind of diversity seems to be a
quite comprehensive measure, since in most casaylies also resource-based diversity,
industry-based diversity, technological diversapd strategic fitinter-industry differences
included in that concept of partner vertical divtgrgéaccording to our definition). In fact, the
definitions of “cluster” in the literature do nostablish in a definite way whether the concept
of cluster refers to a single or multiple industrié could be both. In fact, Isaksen & Hauge
(2002) defined a cluster a% concentration of interdependent firms within tsame or
adjacent industrial sectots

Alliances between the different organizations cdoddhorizontal (pharma-pharma, biotech-
biotech), vertical downstream, vertical upstreamthis sense, we also distinguish between
the effects of two forms of alliances: scale (tvammpetitors come together to achieve scale
economies) and link (two companies at differentngiin the value chain link up, thus
obtaining synergies.

Referring to thdearning and thegovernanceheoretical perspectives, cognitive distance can
represent both an opportunity (i.e., the noveltyeaf a relation), and a problem (i.e., mutual
understanding or absorptive capacity that decreastbsdiversity, higher transaction costs,
coordination difficulties, moral hazard risk) (Nebbom, 2004; Goerzen & Beamish, 2005).
In the end, we can make a distinction betwd&eowledge developmerind knowledge
transfer. Partner diversity probably favors the first omel @isfavors the second one, because
it increases the possible number of new recomlunstibut adds difficulties to the transfer
process. This resembles the exploration/exploiatrade-off: knowledge transfer is more
related to exploitation and knowledge developmerxploration.

Looking at the empirical works, we can assert feat studies reject the notion that there can
be benefits associated with diversity but thatéhasme with a cost; in any case, the findings

are mixed. The main empirical findings are thedwihg: reference (Rodan & Galunic, 2004)



found that knowledge heterogeneity in the netwods & significant predictor of the node’s
innovation performance; reference (Nieto & Santama2007) maintained that innovation
can only be achieved by collaborating with entesgsithat have different knowledge bases;
reference (Watson, 2007) did not find a positivepaiet of partner diversity on small and
medium enterprises’ survival. Given the contrashiagure of the previous contributions, it is
an interesting subject to investigate; we aim taly#e the effect of diversity in the intra-
cluster and inter-cluster context.

In theintra-cluster setting, with reference to the context drawn in hypothéd?2a, vertical
diversity in the cluster has a positive moderatsffect, strengthening the positive impact.
This is because it will enhance tiv@ernal explorationprocess, favoring Schumpeterian
“novel combinations,” while the problem of the alygove capacity will be counterbalanced
by the presence of high connectivity in the cluskéertical diversity will also allow the
effectiveness of theexploitation processthat in the life-science industry requires the
possession of complementary skills and experiefas®ring a division of labor. Moreover,
redundancy in a dense network is something thattstrally discourages idea generation; this
redundancy will be reduced in the presence of riadgscal diversity.

As for the specificities of the life-science industry we can point out some important
remarks. (a) First, partner diversity is really ongant to answer theregulatory
requirements. The life-science R&D process is scheduled agiet stequence of different
stages that will be better performed if they imeodifferent specialized players, covering
different roles and responsibilities. Moreover, atsity will better allow feedback loops and
support a trial-and-error sequence, typical of-dibeence industry R&D (Maier & Sedlacek,
2006). (b) Second, vertical diversity in this inttysneans alscomplementarity. Therefore,

a cluster high in vertical diversity implies thatris may specialize in either exploitation or
exploration, and seek the other in relations witheo organizations with complementary
specialization. Also, in the literature, argumehé&ve been made that when firms combine
complementary skills, greater innovation resulti&{§er, 1996). If partners’ vertical diversity
implies complementarity, which in turn implies irvabion, partners’ vertical diversity drives
innovation. (c) Third, partner diversity in the eéicience industry involvea related
knowledge background playersact in subsequent phases of the same macro-prauass,
thus it is possible to suppose that they own thmesbackground in terms of basic skills,
shared language, and knowledge of the most recestitgic or technological developments;
techno-organizational systems (TOS), molecules,dnngs (Okba & Figueiredo, 2007). This

reduces the concern of absence of absorptive dgpaci



In theInter-cluster setting, with reference to hypothesi$P2b, there is a node of the cluster
that is spanning a structural hole between thetewend other clusters. The link connecting
cluster to clustershould be a weak tie, in a sparse configuratiord e problem of
absorptive capacity is higher than in the intra-clster casebecause the two extreme nodes
are gatekeepers. If learning performance from aatesn is the mathematical product of
novelty value and understandability, the resulinsinverted-U shape relation with cognitive
distance. Optimal cognitive distance lies at th&imam of the curve (Nooteboom, 2004).

The low level of vertical diversity implies redundancy in resources (Burt, 1992) and
knowledge, turning core capabilities in core riges (the addition of similar capabilities does
not increase innovation, since possible new contioing of existing capabilities quickly
become exhausted). It may involve inter-firm riyalas the partners may compete in the same
industry. This implies that the partners may notwiking to transfer knowledge and also
there will be a higher risk for negative spillovers

With a high level of vertical diversity exposure to diverse industries and technologies may
provide firms with valuable learning opportuniti€ieece et al., 1997). However, beyond a
point there will be decreasing returns to learn{Mgarch, 1991). Too-high diversity may
suggest that firms will have too little in commandffer each other cooperative benefits; the
collaborative opportunities may be difficult to pue, because the partners will experience
high costs of sharing and transferring knowledgegit & Zander, 1992; Lane & Lubatkin,
1998) and low absorptive capacity.

Based on the previous framework, we can desumeathabderate level of partner diversity
(e.q., between biotech and pharmaceutical firms)desal: it contributes more to firm
innovation than does a very low or very high legediversity, partners have a sustainable
level of transaction costs and competition and@devel of complementarity and absorptive
capacity.Partner capabilities are diverse, creating a lamgmber of possible combinations,
but not so diverse so as to prevent efficient agsiion.

We can formulate the following hypotheses.

a) Intra-cluster characteristic

HP3a): The nodes’ vertical diversity in the life-sciencduster positively moderates the
impact of size and density on the cluster’s inndvatperformance.

The higher the level of nodes’ vertical diversitythe cluster, the higher the positive impact of

size and density on the cluster’s innovative penfonce.



b) Inter-cluster characteristic

HP3b): The vertical diversity between the two nodes spagnan inter-cluster structural
hole moderates the impact of the inter-cluster sparg of structural hole on the cluster’s
innovative performance with an inverted U-shapedtiean.

A too-low level and a too-high level of verticalelisity between the two nodes spanning the
inter-cluster structural hole reduce the positivapiact of the inter-cluster spanning of
structural hole on the cluster’s innovative perfamae.

A moderate level of vertical diversity between thv® nodes spanning the inter-cluster
structural hole enhances the positive impact ofitier-cluster spanning of structural hole on
the cluster’s innovative performance.

2)  Geographical distance

The second contingency analyzed is nodes’ geograbHistance in the cluster and in the
inter-cluster setting.

With the theory of clustering and the new “economengraphy” (Krugman & Venables,
1996), economic theory took a closer look at threitbey. However, as mentioned in the
literature review section, there is still a sigeafint lack of clarity about the spatial definition
of clusters, on whether local embedding and gedugcap proximity should be retained as
defining characteristics of clusters. Should thestdr be local or can it be trans-local?

Apart from the ambiguity in the definition of theorecept, we will investigate whether
geography matters and determine the impact of napesyraphical distance in favoring a
cluster’s innovation process. We are trying to gpphat in the firm context would be the
definitions of the optimal boundaries of a firm, the cluster context. The question is
motivated by the consideration that there are saieenents or theories that support
localization and proximity and others that areamdr of a wider geographical extension, all
related to théearning or governancapproach.

As for the factors supporting geography proximitye can mention the following: (a)
geographical concentration reduces transactionscastl favors the development of the
relational dimension between different players; @)metimes the process of drug
development is location-specific because the dangdifferentiated from country to country,
for the epidemiological characteristics of the dagian; (c) often each geographical area has
its own regulatory framework, imposing specificasilto the R&D process and therefore
many knowledge exchanges could be unfruitful bes#édsas cannot be implemented through
exploitation in another context; (d) knowledge Ilgpiérs often have significant tacit

component that remains geographically local, reqgidirect interaction (Agrawal, 2001); (e)



regions and agglomerated economies are positivéerfeality arenas” where long path-
dependent histories produce location-specific agdéaier & Sedlacek, 2006); (f) a regional
skills base is cumulative; (g) local specificitiggglomeration economies, sticky knowledge,
increases in the local pool of skilled labor, stier) technical, and commercial spillovers)
and local favorable conditions (regulatory oppottigs, causes of manufacturing efficiency)
can be exploited; (h) wide scope of communicatioaguency of interaction, and trust are
greatly facilitated by proximity and local embedglifNooteboom, 2004); and (i) the theory of
proximity in the network theory identifies proximias the main facilitator of knowledge flow
(Giustiniano & Bolici, 2012).

On the contrary, the factors supporting geograpldestance are next listed: (a) an escape
from local embedding may be needed for innovati@nas & Malecki (2002) in the study of
regional systems of innovation, recognizes the rieelinkages outside a region and suggests
that it may be better to speak of “spatial systefmgnovation,” leaving an open boundary of
the concept. (b) Embedding needs not always bettieldcation, and may also occur in
communities that are to some extent virtual, withmmunication at a distance. (c)
Geographical distance can be fruitfully compleménity frequent meetings to build and
maintain a shared focus (Nooteboom, 2004). (d) de@ble, local embedding, particularly
when it is cut off from outside contacts, may reslucognitive distance too much
(Nooteboom, 2004). (e) Lock-in can easily ariselyimg social legitimacy, location-specific
investments like facilities, physical asset speitifj institutional embedding: local obligations
of loyalty and conformity. (f) The Internet effesteakens the geography effect due to
reductions in transaction costs. (g) Recent trestasv an increasing tension toward trans-
local, disembedded clusters, in the real world el &s in the institutional recommendations,
perhaps deriving also from the globalization efféctthe European Commission documents,
the need of promoting the cluster of transnatiatiedension is underlined as a means to
increase the level of competitiveness of Europe tmdvercome the fragmentation of
traditional districts. According to the Europearusier Observatory the bio-pharmaceutical
clusters show a high degree of international opssnRecent studies, show that the famous
Italian industrial districts are becoming locallgeimbedded, and are shifting some activities,
especially in production, to emerging countriesg&uona & Lambooy, 2002; Zuchella, 2003)
drug companies are beginning to invest in Chine&B.Rh) Finally, trans-local collaboration
could provide some arbitrage opportunities withpess to regulatory framework. The
performance of R&D networks can be positively ogaiesely moderated by constraints and

opportunities provided by the institutional frameto



In the end, as shown by most cases, clusters naamgdend geographical levels (OECD,
2002), they are economic phenomena that operatariaus geographical levels. Moreover,
during the last decade, there seems to be a weksdgrerception that if success is to be
attained, the THM (Triple Helix Model) is the ide@ferential, encompassing the territorial
scale. Although localized in a specific space, #loéivities carried out in a territory, not
necessarily originate from that space or have #fécts just inside that area.

Inter-cluster relations enrich the range of po$isigs. Even within a single cluster, clear
international as well as regional or even localizements can be identified, as was shown in
many of the case studies on ICT clusters. Incrgasinnational and regional cluster
performances are linked to and form part of inteamal value chains (OECD, 2002). Several
factors can make advantageous or necessary, toadractivities of the value chain in other
places. Clusters of which all individual elements #0 be found in a confined area are the
exception rather than the rule. Especially in samd@stries, it might even be counterintuitive
to expect “complete” clusters at the regional diamal level, as the relevant knowledge base
is strongly internationalized, as in the life-s@enndustry. The life-science industry is in fact
an industry with a high degree of internationakeesh collaboration. A final element to take
into consideration is that we are dealing with astdr composed of diverse players:
universities, firms, public organizations. This mea certain degree of variety is introduced.
For instance, while co-location in firm-to-firm ¢atboration is not found to be an important
factor (large pharmaceutical firms have an inteomal orientation), for universities’ and
firms’ agreements, the picture is slightly diffeteas they are likely to engage in local and
national collaborations too (McKelvey et al., 2003)

Considering what explained, a better solution farovation would be a balance between
local and non-local players inside the clusterwadl as in the inter-cluster connections. In
this configuration, the shared context of a lodatuit and the shared context of remote
cooperation will be complementary resources (Cu&iéortis, 2003). This would help in
combining exploration and exploitation needs. Tfeeee a moderate level of geographical
distance will enhance the positive impact of stensity, and structural holes on a cluster’s
innovative performance, as stated in the followting hypotheses.

a) Intra-cluster characteristic

HP4a): The geographical distance between the nodes inlifeescience cluster moderates
the impact of size and density on the cluster’'s awative performance with an inverted U-

shaped pattern.



A too-low level and a too-high level of geograptistance between the nodes in the life-
science cluster reduce the positive impact of aizeé density on the cluster’'s innovative
performance.

A moderate level of geographic distance betweennib@es in the life-science cluster
enhances the positive impact of size and densitii@nluster’s innovative performance

b) Inter-cluster characteristic

HP4b): The geographical distance between the two nodeansmg an inter-cluster
structural hole moderates the impact of the intduster spanning of structural hole on the
cluster’s innovative performance with an inverted-¢haped pattern.

A too-low level and a too-high level of geograptiistance between two nodes spanning an
inter-cluster structural hole reduce the positiv@pact of the inter-cluster spanning of
structural hole on the cluster’s innovative perfamee

A moderate level of geographic distance between medes spanning an inter-cluster
structural hole enhances the positive impact ofitier-cluster spanning of structural hole on

the cluster’s innovative performance.

4. Methods

The sample.The empirical analysis is carried out in the U.8e lScience Industry. The
sample includes 8 Biopharmaceutical Clusters in th8. and their firms, which are
industrial, academic and institutional organizagiomo obtain the final sample the following
procedure was followed.

First, a list of all the Biopharmaceutical clustestablished in the U.S. was drawn up using
the U.S. Cluster Mappindpatabase (from Harvard Business School, a préjected by the
U.S. Department of Commerce, Economic Developmelmifistration).

We retrieved the clusters’ list for four years: 20008, 2009, 2010. Second, we identified
the nodes composing each cluster (firms, instifigtietc) through complementary sources:
U.S. Cluster Mappindatabase, websites, online libraries, newspapesival data (official
documents, previous studies on clusters). Therexgeuted a standardization of the names.
Subsequently, we excluded from the sample a festals for which data were not available.
The final sample includes the following 8 clusté€slL): CL1: LifeScience Alley; CL2:
Massachusetts Biotechnology Council; CL3: OregonosBience Association, CL4:
BIOCOM; CL5: Arizona Bioindustry Association; CLBtashville Health Care Council; CL7:

North Carolina Biotechnology Center; CL8: Conneadtidnited for Research Excellence, Inc.



The maximum number of nodes composing each clistespectively: 645 in CL1, 590 in
CL2, 167 in CL3, 546 in CL4, 232 in CL5, 257 in Gl3®5 in CL7, 92 in CL8.

Data collection.In order to build our dependent variable, we atéld patent data for each
cluster from the U.S. Cluster Mapping Database. fillered patent data according to the
years and the industry of interest. Afterwards, tfee independent and control variables we
collected attribute and relational data.

As for the attributes we considered: a) nodal attarsstics: for each node in the clusters we
identified the type of organization, i.e. the ratethe vertical chain, and the geographical
location. We obtained different categories for tifien type (e.g. biotechnology,
pharmaceutical, academic institution etc.) anddtiages in which the firms are located. We
used the sourced mentioned above; b) the clusteasacterisics: the number of employees
and the cluster's specialization (from U.S. Clubtapping Database).

As for the relational data, we collected all thensactions and agreements between the nodes
of the cluster related to research and developmedtdistinguished intra-cluster from inter-
cluster ties. Intra-cluster ties are ties amongrtbdes belonging to the same cluster, while
inter-cluster ties are ties between nodes belongindifferent clusters. One node can be
simultaneusly in different clusters and this is theo case of inter-cluster tie (even if the tie
will occur between two division of the same firmfo retrieve these data we combined the
sources mentioned before with tBBC Platinundatabase, by Thomson Reuters, specifically
the Joint Venture/Strategic Alliancection that provides substantial archival infoliorabn
inter-firm agreements and represents one of the cowsprehensive and reliable sources used
in alliance research (e.g., Anand & Khanna, 2000Bbulding, & Staelin, 2010). Since the
focus is on the impact of the ties on a firm's watove performance, we filtered the output to
keep just the alliances of selected types, nam&ly Rgreements, manufacturing agreements.
In figure 2 the inter-cluster ties are summarized.

Therefore we built the networks using UCINET VI gram (Borgatti et al. 2002): the
network of each cluster and the inter-cluster netwo

Figure 2 shows the inter-cluster network: each teluss connected to external clusters
through the linkages of its nodes to other clusteogles; the thickness of the segment

represents the strength of the connection as fumcii the number of ties.



Figure 2. Inter-cluster ties

Following the data collection, we adoptsdcial network analysi§SNA) and we computed
the network variables with a full network methochad at identifying network characteristics
and actors’ positions. We applied procedures whiah be used to study networks of
networks, composed by many types of organizations.

The model.Traditional estimations of the effects that netwegkiables have on cluster's
innovation are carried out with a regression mo@leé regression equation can be written as
follows, using a pooled cross-sectional notation

C Patents=
3o+31(C_Size)n+13,(C_Density).,+R3(Inter-C_Spann.SH)+34(C_Density)*(Inter-
C_Spann.SH)+ B5(N_Vert.Diversity _Intra-G),+3s(N_Vert.Diversity _Intra-C)*(C_Sizg)
n+t37(N_Vert.Diversity _Intra-C) *(C_Density)+R3g(N_Vert.Diversity Inter-C)
+Ro(N_Vert.Diversity _Inter-C)*(Inter-C_Spann.SE)}R1o(N_Geogr.Dist_Intra-
C)+B11(N_Geogr. Dist_Intra-C)*(C_Sizg)+R12(N_Geogr.Dist_Intra-C)*(C_Density)
nt313(N_Geogr.Dist_Inter-C)+ {4(N_Geogr.Dist_Inter-C )*(Inter-C_Spann.SHy
[315(controls).n+eit

where C: Cluster's, N: nodes', SH: structural holes

We used a lag of one year between the dependemtblearand the regressor values: the
dependent variable is computed at time t, whiléhalregressors are computed at time t-1.
The dependent variable, cluster's innovation perémrce measured through patents count, is
a variable that takes only non-negative integeuesl Since the assumption of the linear
regression model of homoskedastic normally distetuerrors is violated, a count model

should be used.

® We use a longitudinal research design and therelbrariables are indexed over firms (i) and overe (t).



Poisson regression is the standard or base cogpaimse regression model (Hilbe, 2007).

We considered six statistical specifications, feiltg Cameron and Trivedi (2010) who
explained panel models for count data, mentionmg fpanel Poisson estimators - pooled
Poisson with cluster-robust errors, population-aged Poisson, Poisson random effects
(RE), and fixed effects (FE) and Negative binomnmeddels RE and FE. We finally choose
pooled Poisson with cluster-robust errofsllowing Cameron and Trivedi (2010) who
asserted that in the use of pooled Poisson mod#ing cluster-robust standard errors with
cluster on individuals (i) has the effect to cohtimr both overdispersion and correlation
overtime for given i. The authors provided an exlEnpghowing that with respect to the
default non-cluster-robust, the default standardrerare one-fourth as large and that the
default t-statistics are four times as large. Weckkd also for the need of using Negative
binomial models, but this was not supported bytiee of the dispersion parameter
Variables and measurefhe dependent variableis thecluster's innovation outpumeasured
throughpatents countghe number of patents granted for a clusiera given yeat.
Theindependent variablesare the following: (1Bize intra-clusternumber of nodes in the
cluster; (2)Density intra-cluster:number of the effective ties divided by the numbér
possible ties in the cluster, i.e. L/[n(n-1)/2], evl L is the number of the effective tig8)
Spanning of Structural Holes (SH) inter-clusteumber of linkages of a cluster with external
clusters, through its nodes that span structurdeshdoetween clusters(4) Vertical
Heterogeneity intra-clustemumber of different firm types for each clusteristmeasured
using an index similar to the Berry—Herfindahl Irnd# is calculated by squaring the weight
of each firm type in a cluster (in terms of numbg&firm of that category on the total number
of firms in the cluster) and then summing the rsglnumbers. The index is equal to 1
minus this sum. The index takes into account theive size distribution of the firm types in
a cluster. It approaches zero when a cluster is@ted by a single firm type and reaches its
maximum when a cluster is occupied by a large nurabérm types of relatively equal size
(number of firms). The effect of the measure isdbtake into account the firm types that are
marginal. (5)Vertical Heterogeneity inter-clusteratio of the firm types in the external
clusters different from the firm types inside thester (that the cluster reaches through inter-
cluster ties) to the internal firm types. Firm tgpe weighted by the number of firms in each
firm type; (6) Geographical Distance intra-clusteweighted sum of all the distances of the
node's locations from the cluster's main area rftagrity of the nodes composing a cluster
are located in the same state). The weight is doyetine number of firms in a same location;

(7) Geographical Distance inter-clusteweighted sum of the distances of a cluster from al



the external clusters to which it is connecteddbiointer-cluster ties. The weight is given by
the number of inter-cluster tie§8) Interaction terms: mathematical products of &heve
mentioned variables.

The control variables are: Empshare:share of national employment for each cluster, and
Cluster specializationtevel of concentration of employment in specifiasters. These are
retrieved from the U.S. Cluster Mapping Database. $fould add also financial variables
regarding the nodes composing the cluster. Thastime consuming task that we will carry

out in the future to improve this work.

5. Results

Descriptive statistics and Correlation MatrixThe regression has been implemented on 8
clusters, with 32 observations over the four yaaayzed. As a general remark, the results of
the correlation matrix are in line with what one ulb expect (Table 1). The correlation
between the independent variables amongst thenssislvet particularly high, except for the

correlation between the interaction variables dwedviariables of the main effects.

Tablel-Correlation Matrix

1. patents 1.000

2. empzhare 0362 | 1.000

3. specializ. 0426 | 0.542 | 1.000

4, size 0.0423 | -0.304 | 0.120 | 1.000

5.dns 0.242 | -0.330 | -0.430 | 0.134 | 1.000

6. ssh 0.473 | -0.207 | -0.206 | 0.623 | 0544 | 1.000

1. dnszsh 0.771 | -0.320 | -0.356 | 0.332 | 0919 | 0.761 | 1.000

8. divintra 0.576 | -0412 | 0.073 | 0.280 | 0538 | 0.465 | 0.522 | 1.000

9. divinter 0366 | 0.349 | 0.204 | -0.603| -0.376 | -0.511 | -0.430 [ -0.600 | 1.000

10.size*divintra | 0138 | -0.390 | 0.263 | 0.974 | 0.217 | 0.650 | 0.411 | 0.468 | -0.743| 1.000

11.dns*divintra | 0.853 | .0.345 | .0.413 | 0.114 | 0002 | 0.521 | 0.013 | 0.565 | .0.321| 0.206 | 1.000

12.ssh*dvinter | -0.210 | 0.897 | 0.187 | -0.585| -0.215| -0.204 | -0.251 | -0.506 | 0.919 | -0.501 | -0.227 | 1.000

13.12squared | .0.277 | 0.955 | 0.345 | -0.536| -0.272 | .0.253 | .0.206 | .0.476 | 0.028 | -0.550 | .0.220 | 0.0982 | 1.000

14.gdistintra 0.966 | -0.383 | -0.440 | 0.050 | 0.863 | 0.526 | 0.203 | 0.612 | -0.402 | 0.155 | 0.871 | -0.230 | -0.308 | 1.000

15, 14%size 0.736 | -0.377 | -0.274 | 0532 | 0754 | 0.865 | 0.917 | 0.534 | .0.558 | 0.506 | 0.747 | -0.351| .0.393 | 0.788 | 1.000

16. 14%dns 0.858 | -0.307 | -0.396 | 0.004 | 0.971 | 0.376 | 0.832 | 0.510 | -0.201 | 0.096 | 0.978 | -0.176 | -0.228 | 0.878 | 0.662 | 1.000

17.15squared 0.642 | -0.267 | -0.197 | 0.419 | 0.691 | 0.790 | 0.800 | 0.464 | .0.420 | 0.492 | 0.690 | -0.254 | .0.279 | 0.703 | 0.955| 0.607 | 1.000

18.16squared 0.766 | -0.246 | -0.353 | -0.120| 0226 | 0.155 | 0.658 | 0.412 | -0.179 | -0.042 | 0.205 | -0.110 | -0.157 | 0.750 | 0.443 | 0.955 | 0.375 [ 1.000

19.gdistinter 0.342 | 0.010 | 0.034 | 0375 | 0444 | 0265 | 0.602 | 0.547 | .0.336 | 0470 | 0430 | .0077| .0.064 | 0.416 | 0.736 | 0.292 | 0.776 | 0.065 | 1.000

20.19"ssh 0.454 | -0.184 | -0.170 | 0.583 | 0.541 | 0.085 | 0.787 | 0.464 | -0485| 0.628 | 0.522 | -0.211 | -0.243 | 0.517 | 0.882| 0.374 | 0.848 | 0.136 | 0.918 | 1.000

21.20squared 0427 | .0.199 | .0.168 | 0.566 | 0526 | 0934 | 0.801 | 0.336 | .0.458 | 0.609 | 0.510 | -0.245 | .0.266 | 0.494 | 0.805 | 0.368 | 0.399 | 0.120 | 0.393 | 0.977 | 1.000




Hypotheses TestingAs Table 2 shows, the results support the hypethesand the
mechanisms referring to the structural and nodatattteristcs are confirmed.

Table2 - Results - Full model

Variable
Size Intra-cluster 0,049%**
(0,002)
Density Intra-cluster 4,819*
(2,050)
Spanning of SH Inter-cluster 0,020*
(0,010)
Density intra-cluster* 0,023**
Spanning of SH Inter-cluster (0,008)
Vertical heterogeneity Intra-cluster 0,422**
(0,155)
Vertical heterogeneity Intra-cluster* 0,002***
Size Intra-cluster (0,000)
Vertical heterogeneity Intra-cluster* 0,203**
Density Intra-cluster (0,073)
Vertical heterogeneity Inter-cluster 0,048%**
(0,002)
Vertical heterogeneity Inter-cluster* 0,002%**
Spanning of SH Inter-cluster (0,000)
Squared -2,52e-07***
Vertical heterogeneity Inter-cluster* (1,06e-08)
Spanning of SH Inter-cluster
Geographical Distance Intra-cluster -0,006***
(0,001)
Geographical Distance Intra-cluster* 0,001***
Size Intra-cluster (3,79e-06)
Geographical Distance Intra-cluster* 0,026***
Density Intra-cluster (0,001)
Squared -2,95e-10***
Geographical Distance Intra-cluster* (1,70e-11)
Size Intra-cluster
Squared -0,001%**
Geographical Distance Intra-cluster* (2,98e-07)
Density Intra-cluster
Geographical Distance Inter-cluster -0,006***
(0,000)
Geographical Distance Inter-cluster* 0,001***
Spanning of SH Inter-cluster (5,23e-06)
Squared -3,84e-10***
Geographical Distance Inter-cluster* (1,43e-11)
Spanning of SH Inter-cluster
Constant -5,904***
(1,098)
Empshare -0,057***
(0,004)
Cluster specialization (lq) 0,257
(0,024)
N, obs 32
Log Likelihood -113,048
Prob > chi2 0,000
Pseudo R2 0,9642

* p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis



Hypotheses 1, and 2 investigated the impact oh#tevork structural characteristics on the
cluster's innovation output. Hypothesis 1 and 2aferred to theintra-cluster setting
(variablesSizeandDensity Intra-clusterand predicted that the cluster size and densiiylav
be associated to superior cluster's innovativeutuffhese two main effects are supported by
the statistical analysis, being the resulting domfiits positive and significant at level p <
0,001 for size and p < 0,05 for density. Hypoth&h} referred to thénter-cluster setting
(variable Spanning of SH Inter-clusferand predicted that the inter-cluster spanning of
structural holes would be associated to a gredster’s innovative output. This hypothesis
was supported, being the resulting coefficient fpasiand significant at level p < 0,05.
Hypothesis 2c) integrated thetra-cluster and inter-cluster dimensions (variabl®ensity
intra-cluster*Spanning of SH Inter-clustesihd predicted that the combination of intra-cluste
density and inter-cluster spunning of structurdebdinteraction term) would have a positive
impact on the cluster's innovative output. The higpsis is supported, being the resulting
coefficient positive and significant at level p 0.

Two moderation effects, related to nodal charasties were predicted to intervene in this
process.

The first effect involves nodes' vertical heteragjgn and corresponds to Hypothesis 3.
Hypothesis 3a) predicted that thetra-cluster vertical heterogeneity would positively
moderate the main effects preseted in Hypothesaisd12a). The hypothesis is tested with
interaction terms \(ertical heterogeneity Intra-cluster*Size Intra-star; Vertical
heterogeneity Intra-cluster*Density Intra-clusteahd is supported with a coefficients that is
negative and significant at level p < 0,001 foresand p < 0,01 for density. Therefore, the
higher the intra-cluster vertical heterogeneitye thigher the positive impact of the intra-
cluster size and density on the cluster's innowatiotput. Hypothesis 3b) predicted that the
intra-cluster vertical heterogeneity would moderate the maieaf preseted in Hypotheses
2b) with an inverted U-shaped pattern. The hypashisstested with an interaction term and
with its square \ertical heterogeneity Inter-cluster*Spanning of 8tter-cluster; Squared
The hypothesis found strong support, with a positeefficient for the interaction term and a
negative coefficient for the square, that are bloighly significant at level p < 0.001.
Therefore, a moderate level of inter-cluster vaitibeterogeneity, would emphasize the
positive impact of inter-cluster spanning of stuat holes on the cluster's innovation output.
The second effect involves nodes' geographicahilcst and corresponds to Hypothesis 4.
Hypothesis 4a) predicted that timra-cluster geographical distance would moderate the the

main effects preseted in Hypotheses 1 and 2a) waithinverted U-shaped pattern. The



hypothesis found strong support, with a positiveftaent for the interaction term (variable
Geographical Distance Intra-cluster*Size Intra-deis Geographical Distance Intra-
cluster*Density Intra-cluster)and a negative coefficient for the square, that fghly
significant at level p < 0.001, for both size anehsity. Hypothesis 4b) predicted that the
inter-cluster geographical distance would moderate the the n&dfacts preseted in
Hypotheses 2b) with an inverted U-shaped pattene. Aypothesis found strong support, with
a positive coefficient for the interaction ter@gographical Distance Inter-cluster* Spanning
of SH Inter-cluster and a negative coefficient for the square, thattaghly significant at
level p < 0.001. In sum, a moderate level of geplgical distance, would emphasize the
positive impact of size and density on the clustarhovation output, in the intra-cluster
setting, and of inter-cluster spanning of strudtti@es on the cluster's innovation output, in
the inter-cluster setting. In conclusion, the tle¢ical framework is supported by the data.

As for the control variables in the full mod&mpshareis negative and significant at level
p<0,001 andcCluster specializatios not significant.

6. Discussion and conclusions

Clusters have become a prevalent form of industriganization and their innovativeness is
considered to be a key source of regional and matwompetitive advantage.

The primary contribution of the study is a framekoand results that suggest an
understanding of the factors that give rise toedéhtial innovative outcomes across different
clusters. Other contributions have been explaimedhe research problem and research
guestion section. We tried to identify the impaétctuster's structural as well as nodal
characteristics on the cluster's innovative pertoroe. The potential moderation effect of
contingency factors on the relations between nétwsiructure and cluster innovative
performance have been underlined. More importantytried to distinguish between intra-
cluster and inter-cluster dynamics in line with t@&CD (2002) conception of cluster as
mainly open and reticular.

To the extent that cluster may be thought of agemiic type of inter-firm network, some of
the conceptual categories offered here may be derexl valid also for a wider theory of
network innovativeness, contributing to the litarat on alliances and inter-firm networks.
Moreover, despite the numerous contributions oictopalliances, the effects of alliances on
highly regulated settings, are unexplored; thismaen a novel research path.

However one limitation of the study is the low lbwé external validitywith respect to the

setting We articulated our conceptual framework with resgecthe life-science industry



clusters in which trends of increased specialimatenhanced regulatory hurdles, growing
systemic complexity have clearly emerged over #wt tecades. The advent of molecular
biology and genetic engineering yielded a profotradsformation of the life-science industry
and induced a new division of labour that requaiatew organizational form made up of new
networks of scientists, specialized new entrantslarge pharma firms. The historical data on
inter-firm R&D partnering in the pharmaceutical t@ichnology industry reveal, despite some
irregularities, an overall growth pattern in thenher of newly established R&D partnerships
since the mid-1970s.

Therefore, we want to underline the scope conditiohour predictions. The hypotheses are
valid for a specific context that is a highly regpeld setting, such as the life science industry,
having some specificities: a process involvingediht, strict stages that must follow definite
rules, as in clinical trials, and to which the adnition of diverse players - healthcare
organizations or governmental organizations sudtihe@sechnical and scientific public bodies
of the National Health Service - are fundamental.

The work could be further improved from the emgfipoint of view by enriching the model
with more control variables, like financials of thedes composing the clusters (e.g. R&D
intensity, ROA, Current ratio, Debt to equity etc.)

The conclusions of the work can significant for therld of the practice in that they could
drive the choice of the best structural configunatand the best partner mix, thus increasing

the managerial capabilities with reference to ersstformation.
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